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PREFACE

This book contains refereed papers presented at the Fifth IEEE Workshop on
Neural Networks for Signal Processing (NNSP'95) at the Royal Sonesta Hotel,
Cambridge, MA, on August 31st - September 2nd, 1995.

NNSP'95 was sponsored by the Neural Networks Technical Committee of the
[EEE Signal Processing Society, in cooperation with the IEEE Neural Network
Council and with co-sponsorship from ONR/ARPA and NSF (through CBCL,
the Center for Biological and Computational Learning at MIT). The Workshop
is designed to serve as a regular forum for researchers from universities and
industry who are interested in interdisciplinary research on neural networks for
signal processing applications. NNSP'95 offers a showcase for current research
results in key areas, including learning algorithms, network architectures,
speech processing, image processing, computer vision, adaptive signal
processing, medical signal processing, digital communications and other
applications.

Our deep appreciation is extended to Prof. Abu-Mostafa of Caltech, Prof. John
Moody of Oregon Graduate Institute, Prof. S.Y. Kung, of Princeton U., Prof.
Michael . Jordan of MIT and Dr. Vladimir Vapnik of AT&T Bell Labs, for
their insightful plenary talks. Thanks to Dr. Gary Kuhn of Siemens Corporate
Research for organizing a wonderful evening panel discussion on "Why Neural
Networks are not Dead". Our sincere thanks go to all the authors for their
timely contributions and to all the members of the Program Committee for the
outstanding and high-quality program. We would like to thank the other
members of the Organizing Committee: Finance Chair Dr. Judy Franklin of
GTE Lab. Inc., and Local Arrangements Chair Mary Pat Fitzgerald of MIT. for
the superb job they have done.

It is worth mentioning that this ycar we did not generate any post otfice mail
and the whole NNSP'95 organization and review of papers were handled
electronically. Special thanks are extended to the Publicity Chair Marney
Smyth of MIT for maintaining the NNSP'9S WWW home page (URL:
http://www.cdsp.neu.cdu/info/ nnsp95.html) and running an effective publicity
"campaign" on the Internet. Also to Anna Patch of the Communications and
Digital Signal Processing (CDSP) Center for research and graduate studies at
Northeastern U. for managing the database, and to Stylianos Markogiannakis
of CDSP for writing the software that allowed us to handle very efficiently the
review process. We plan to make this software available on ftp for future
conference organizations.




Finally we would like to acknowledge Dr. Barbara Yoon of ARPA for her
continued enthusiasm and support in this emerging cross-disciplinary ficld.

Elias S. Manolakos, CDSP Center,

Federico Girosi. CBCL, MIT
Tohn Makhoul. BBN
Beth Wilson. Ravtheon Company

Northeastern U.
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Missing and Noisy Data in Nonlinear
Time-Series Prediction

Volker Tresp and Reimar Hofmann
Siemens AG, Central Research
81730 Munich, Germany™

Abstract

We discuss the issue of missing and noisy data in nonlinear time-
series prediction. We derive fundamental equations both for prediction
and for training. Our discussion shows that if measurements are noisy
or missing, treating the time series as a static input/output mapping
problem (the usual time-delay neural network approach) is subopti-
mal. We describe approximations of the solutions which are based on
stochastic simulations. A special case is K-step prediction in which
a one-step predictor is iterated /X times. Our solutions provide crror
bars for prediction with missing or noisy data and for K-step predic-
tion. Using the K -step iterated logistic map as an example, we show
that the proposed solutions are a considerable improvement over sim-
ple heuristic solutions. Using our formalism we derive algorithms for
training recurrent networks, for control of stochastic systems and for
reinforcement learning problems.

Introduction

Missing data in time-series prediction are a common problem in many appli-
cations. The goal is to obtain valid predictions even if some measurements
become unavailable or are not recorded. Similarly, training data are often
incomplete. In this paper we analyze this problem from a probabilistic point
of view. In previous publications the problem of learning and prediction with
missing and noisy features in (static) estimation problems was examined (see,
for example {2, 3, 4]). The solutions for both prediction and learning consisted
of integrals over the unknown variable weighted by the conditional probability
density of the unknown variable given the known variables. The basic idea is
the same for missing data in time-series prediction, but here, we can exploit
the fact that the missing measurement itself is part of the time series. Similar

*Volker.Tresp@zfe.siemens.de, Reimar.Hofmann@zfe.siemens.de

0-7803-2739-X/95 $4.00 © 1995 |IEEE




Markov blanket

Figure 1: A time series unfolded in time. The arrows indicate that the next

ization of the time series can be predicted from the two most recent values,
v = f{yr—1.Yr—2) + €. Here, g9 Is assumed to be missing. The Markov
blanket shows which variab l es are relevant for estimating v _»

issues arise 1f we can only obtain noisy measurements of the underlying true
time series.

In this
training with missing or nolsy data in time
case, we consider fi-step prediction in which a one-step predictor is iterated
I times. We show how error bars can be derived for prediction with missing
and noisy inputs and for K-step prediction. Finally, we point out that the

/1

paper, we provide solulions for the problem of prediction and
series predictions. As a special

»dd in this paper can be used to train recurrent neural

learning algorithms d«
networks, for stochastic control and for reinforcement learning problems.
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2.1 Omne Missing

We assume that the underlying probabilistic model of the time series can be
described by

&)

Yo = SYee 1 Yemre e Urm) + 6 (U

ISt

where f{j is either known or ap

approximator such as a neural netwe:
lated zero-mean noise with probability densit
unmodeled dynamics. The conditional prol

e series Is then

)F(‘H(’TM

predicted

imstance of the iz

‘p{yfly»“]:yz‘— (2>
Often, Gaussian noise 1s assumed such that
Pluglyr—votemne oo i-n) = Gl J(meoae oo citi-w)s 07) (3)
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tation for a normal density evaluaied at z with
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It is convenient to unfold the system in time which leads to the system
shown in Figure 1. The realizations of the time series are now random vari-
ables in a probabilistic network. Our problem is to predict y: using the
available information. According to our assumptions, the joint probability
density is

t

Pyt vz, ) = Plysy-un) 1] Pwlyi-t, - uen). (4)
I=N+1

Let’s now assume that y;_s with & < N is missing. Let y* = {y;.x} and let
v = {yr_1-.-Y-k-N} \{y—k }. We can calculate the expected value of the
next realization of the time series as

E(y|Mi-1) = /f(yt—l;---ayt—k’--~ayt—-N) P(y"|y™) dy* (5)

where M,_; stands for all measurements up to ¢ — 1. The last equation is
the fundamental equation for prediction with missing data. Note, that the
unknown y;_ is not only dependent on realizations of the time series previous
to ¢ — k but also on measurements aftert — k. The reason is that the variables
in y™ Uy, form a minimal Markov blanket of y;_; in the Bayesian net in Fig-
ure 1. A minimal Markov blanket in a Bayesian network consists of the direct
parents, the direct successors of a variable and all direct parents of a variables
direct successor. In our case, the direct successors are ¢ ... ¥Y—k+1, the direct
parents are y;_x_1..-Yt-k-N and the direct parents of a variables direct suc-
Cessor are Y_i...Yr—k—N+1. Lhe theory of Bayesian and Markov networks
now tells us that a variable is independent of all other variables in the network
if the variables in the Markov blanket are known (see Figure 1). This discus-
sion shows that simply approximating ;5 & f(Yt—k—15 Yt—kie2y -1 Yo—k-N)
is suboptimal. The required conditional density in Equation 5 is (recall that
Y = Ye—k)

P(yuh/m) X P(yt—l'yt—?» ey Yteky e ooy yt—l-—N)
XP(Yeea|Ye—3s ooy Ytmks o v s Ytm2=N) oo PWak|Yoatomty oo s Yook N)-

This expression can be evaluated easily using Equation 1 or in the Gaussian
noise case Equation 3.

2.2 Several Missing Realizations

From the preceding discussion it should be clear that nothing changes if the
missing realizations are separated by more than N known realizations. Then
the Markov blankets of the missing variable are still completely known. If this
is not the case we obtain Equation b where y* C {y;—1,¥t-2,-. .. Y-~} denote
all missing instances between ¢ — 1 and ¢ — N of the time series and where
¥ C{y—1,Yt—2, .- ., Y1} denote the set of all measurement up to ¢ —1. Also
P{ytly™) « P{yi—1,...,Y2,¥1) where the right-hand side is obtained from
Equation 4.




2.3 Training with Missing Realizations

We consider the case that yi,...,y; are possible realizations. Let y™ C
{y1,- .., 4} denote the set of all measurements and y* = {y1,..., ¥} \y™ the
set of all unknowns. Our model is assumed to be a neural network parame-
terized by a set of weights w

F(Ye=-1,- -, Yt—N) ® NNy (yi—1,.. -, Y—N)

or any other kind of parameterized function approximator. The log-likelihood
function of the time series is L = logf PM(y yi_1y-.. 92, 91) dy®. Here

t

PY(ye, g0, 31) = PM(uvseoomn) [ PY @ilvi-ts- . m-n). (6)
I=N+1

is an’approximation to the joint density and
PM(ytlyt—l, Yt-2y..45 yt—N) = Pe(yt - NNw (yt—l, Y254+, yt—N))- (7)

For backpropagation learning or other gradient based learning algorithms we
need the gradient of the log-likelihood with respect to the weights which is!

PM( -
/3log yzlyz Loy Ul N)PM(yu(l)lym) 0 ®)
I=N+1
In case of Gaussian noise, g—L— x
ONNy(Y1-1,---, Y-
/(yz NNy(Yi-15-- -, %1-N)) w 81w L N)PM(y"(')Iym) dy* ).

__.N+1

where y*() = ¥ N {w,...y—n} are the missing realizations in the input of
the network. The last equation shows that if all y...yy_n are known, the
integral “disappears”.

3 Prediction and Training with Noisy Mea-
surements

Let again y; = f(y1—1,Y%—2,.-.,Yt~N) + € but now we assume that we have
no access to y; directly. Instead, we measure z; = y; + ; where §; is inde-
pendent zero-mean noise. Let z = {z1...21} and y = {y1...4}. The joint
probability density is

t t
P(2) =P(yn,--91) [[ P@lu-1,---, u-n) [ Plalm).
I=N+1 =1

! Assuming known initial conditions for yi,...,yn. In this paper, we use repeatedly

that if f(z) > 0, then —-L(f)- Mﬂf(z)
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The expression for the expected value of the next instance of the time series
(prediction) is

E’(yt|z) = /f(yt—h---,yt—N) P(yt~17-~-,yt—N|Z) dys-1...dy_n. (9)

Similarly the gradient of the likelihood for training can be calculated. For
the special case of Gaussian noise, with z = {z1...2}

6L ONNy (-1, s Yi-N
810 E / yl NNw (yl 1yeos Y- I\f)) ( alw )
{=N+1

XPAI(y[,,..,yl_N]Z) (ly[ ---dyt—N-

4 Approximations

4.1 Approximations of the Solution

In general, if f() is a nonlinear function the equations we obtained for predic-
tion and for calculating the gradient cannot be solved analytically and must be
approximated numerically. We will discuss a solution based on Monte Carlo
sampling. Note that all solutions have the general form [ h(u, m)P(u|m)du
where u is the set of unknown variables and m is the set of known variables.
An integral of this form can be solved by drawing random samples of the
unknown variables following P(u|m). Let ul,...,u" denote these samples.
Then we can approximate

/h(u,m) (u|m)du Zi: (u®,m)

The problem now reduces to sampling from P(u|m). Let’s first assurne that
only one variable is missing. Then the problem reduces to sampling from
a one-variate distribution which can be done using sampling-importance-
resampling or other sampling techniques [1].

If more than one realization is missing the situation becomes more compli-
cated. The reason is that the unknown variables are in general dependent and
we have to draw from the distribution of all unknowns. A general solution
is Gibbs sampling. In Gibbs sampling we initialize the unknown variables
either randomly or better with reasonable initial values. Then we select one
of the unknown variables u; and pick a sample from P(u;|m, u\ u;) and set u;
to that value. Then we repeat the procedure for the next unknown variables
and so on. Discard the first samples. Then samples are produced with the
correct distribution. This of course means that we might have to sample all
unknowns which ever occurred in the time series. In practice, one would re-
strict the sampling to some reasonable chosen time window. Note, that in the
missing data case, if NV consecutive values are known the coupling is broken

5




and we do not need to consider missing values which lie further away. Also
sling 1s simple if only samples of fufwre values are required as in A-step

iction (Section 5) and in control problems (Section 6.3}, The reason is
n sample forwerd in time. Note, that sampling does not work for
nistic systems. Finally, we want to point out the simplicity behind

cated looking solutions. Both for prediction and training we draw
the unknown variables according to their probability density. In

we substitute those samples for the missing data and average the
In training calculate the average of the error gradients using the

titute the most likely values for w, that

where v = max, log P{ Tor the
prediction model in Equation 5 where y._; is missing and assuming Gaussians

B

Y- )>_

which minimizes the suwin of the sauared errors.

-

ian distributions

—
[V

- y!-_’\») A

Note, that thisis
h ‘mights and

concurrently.

ila bamplc of each unknown is produced. Repeat th\ procedure

i yf——ﬁ’ )

s=1

te asample ol yi_goo fo ]ommﬁ g (z/, ;\Tgly LKl Y K1 N
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mean sosared arrer
o
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50

Figure 2: Left: Samples of the logistic map. Right: The mean squared error as
a function of K in K —step prediction. The iterated solution (continuous) and
the Monte-Carlo approximation with 3 {dotted) and 20 samples (dashed) are
shown. Only for one-step prediction, the iterated model is optimal. Note, that
by sampling we obtained an estimate of the prediction error of the iterated
system (assuming a correct model}.

where we have assumed that K > N. If K < N substitute measured values
for k > K. Note, that simply iterating the model K-times as it is usually
done in K —step prediction is suboptimal in nonlinear time-series prediction
it K > 1!

In our experiments, we wanted to find out to which degree our solutions
are superior to simply iterating the time series in K-step prediction. We used
the noisy logistic map y: = 4z;_1(1 — z:—1) + € where

Yt ifo<y <1
Zr = yt—l ifytZ:l
ye+1 ify <0

where €; is uncorrelated Gaussian noise with a variance of 62 = 0.01. Figure 2
(left) shows the time series. Figure 2 (right) shows the mean squared error
as a function of K. Shown are the iterated system (continuous line) and
the solution following our sampling approach. As expected, for K = 1 the
interated solution is optimal, but for K > 1, the Monte-Carlo approximation
even with only few samples is far superior.

6 Extensions

6.1 Error Bars

Sampling provides much more information than just expected values. In all
of the cases considered earlier — missing or noisy data, K-step prediction —
we can also easily obtain error bars of the predicted value by calculating the
variance (or the covariances) in the samples produced (Figure 2).
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y minimize cost up

(11)

nption that zy = g(y:) + & poses no additional
pling procedure to work, a small crror should always be assumed, such that

nce is always greater than zero.
ame Gaussian noise distributions.
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This solution can be approximated using stochastic sampling (see the fol-
lowing discussion). To avoid infinite control actions, it might be useful to
introduce a cost which takes control actions into account or which adds a
penalty for large weights in N/V,,.

Stochastie Control. Now assume that the control action is stochastic u; =
NNy (y:) + 6¢ and that we allow that the cost depends on the control action.
Then,

T d TN, (4
é%gu?ﬂ x 2/71_10(% uz)[z M(“ﬂt — NNy (ym))] (12)
=1

Jw
m=1 ¢

XP(yiy ooy Y uny ooy 1) dyy -« odyduy oo dup .

Note, that we do not need a model of the process f() any more! This is
a result of the fact that we execute stochastic control. The system “tries”
different actions and adapts the controller to favor actions which lead to low
costs. We simply simulate the system (or collect data on the real process) and
execute control actions. In the course of training we might want to reduce the
noise variance on the control to eventually converge to deterministic controls.
Let’s assume that we generated S time series of the process by starting at
[ =1 and iterating until T generating samples v} and ;. For each experiment
s, we iterate for I = 2,...,T (af = ¢} = 0)
-1 ONNu(y7)

Jw

and e} = ¢e]_; + C(y},uf)a]_;. Then O0F(cost) /0w r 1/52521 ep.

Recurrent Neural Networks. The previous equations also contain an algo-
rithm for training recurrent neural networks. Assume y; = NNy (vi—1) + €.
Define C'(y) = |b:(yd —w:)|1?, v = 1. Here, yf is a target at time t and b, is a
vector with b;; = 1 if the i-th component of y; is measured and zero otherwise
(i. e. for the hidden variables). Then

ONNu(y_,)
ow
and ef =i, + ||b(yd — u)||%ai. Finally, 0E(cost)/ow ~ 5 Zs 1€
On-line Adaptation. Consider stochastic control again. We let T — oc.

We now assume that at every time-step, we start a new experiment s. Then
!
let a; = Y ., o] and

af =al_, +7 (uf = NN ()

ap = aj_y + (¥ — NNy (yi_1))

l

-m 8NN1U ys s 7 s
o= a1+ 130 1 R N )

m=1




se [ Then: e = pejos + C(y) -

The
[o=1 . a snlaﬂ gradimﬂl descent learning s‘lﬁep mig ]11 be exce utcd
' I an additional decay term on ¢ (p < 1).

as a variant of reinforcement learning. We
roller in the course of training and converge
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onnection with reinforcement learning is

¢
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1 Abstract

A locally linear approach based on Kohonen self-organizing feature mapping
(SOFM) is proposed for the modeling of non-linear time series. This approach
exploits the neighborhood preserving property of Kohonen feature maps. The key
difference is that the local model fitting is performed directly over a matched
neighborhood of the constructed SOFM neural ficid. The initial results show that
this neural network scenario is an effective approach for local modeling of low
dimensional non-linear processes.

2 INTRODUCTION

Farmer and Sidorowich have used a local approximation for the prediction of
chaotic time series throughout state space. With that approach, the time series is
first embedded in a state space using delay coordinates, and the underlying
nonlinear mapping is inferred by a local approximation using only nearby states.
This approach can be easily extended to higher order local polynomial
approximations. The experiment by Farmer and Sidorowich shows that the linear
model is an effective local approximation, while higher-order polynomials in
higher dimensions are not significantly better than those obtained with first order.
From the point of view of signal processing, the local linear approximation is
derived as a state-dependent AR modeling, by Singer, et al. . This derivation shows
that a single plane through the origin in state space is replaced with state-dependent
approximation planes to account for the non-linear dynamic process. A good
performance is attained at the cost of a large memory and inefficient computation
for both the state space representation and local state search. This problem
becomes worse with longer signal history, although the memory limitation can be
alleviated with dynamical updating of data samples. The inefficient computation
for nearby state search makes the implementation of this approach even harder.
This is due to the fact that such search procedure is performed among the
accumulated signal history without significant structuring.

0-7803-2739-X/95 $4.00 © 1995 IEEE
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Our observation is that the computation in the above scenario can be facilitated
in two ways. First, the signal representation can be streamlined with a vector
quantization procedure. That is, the local model fitting is based on statistically
averaged prototypes instead of the original state vector samples. Secondly, the
nearby state search can be significantly simplified with all prototypes organized
according to a certain metric such as pattern similarity. With a vector quantization .
procedure, the model estimation accuracy depends on the compactness of this
prototype set. An optimal representation is found with respect to both the
approximation performance and memory limitation. The beget advantages will
make such local modelling more practical and feasible. Based on the above
observation, we propose for local modeling a neural network vector quantization
representation as an alternative to the state space representation.

3 METHODOLOGY

3.1 Nonlinear Processes and Locally Linear
Prediction

Different local prediction approaches were tested by Farmer and Sidorowich,
and Casdagli for a variety of low-dimensional chaotic systems. In this work, we
pursue the locally linear approach, but instead of using the data samples directly,
the local fitting is done over the output of the SOFM neural field.

A given time series x(t) can be embedded in a state space using Takens
approach ,

x() = [x(®,x(¢t=-D), ... x (- (N-1)71)]

where 1 is a delay time. For a given non-linear dynamical system of dimension
D, a minimal requirement is N2> D. The predictive relationship between the
current state x(t) and the next value of the time series can then be expressed as [5]

x(t+71) = fr(x(1) ¢))

The problem of predictive modeling is to find the mapping f: RNwRL A

local predictor is constructed based on the nearby neighbors of x(t), that is, fitting
a polynomials to the pairs (x(#;), x(t;+T)) with x(z;) being the nearest neighbors of
x(t) for t<t. The original signal can also be viewed as an evolution of the state x(t)

of a dynamical system in RN

x(t+ 1) =fT(x(t)) (2)

?

where fr is thé predictive mapping from RN to RN, With simple matrix
operations, fr can be converted to f. Such predictive model concept is illustrated
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in Fig. 1. The empty circles represent the current state x(t) and its evolution x(¢+7),
while the solid squares represent the nearby neighbors x(#;) and future evolution

x(1;+T), where 1;<z. A simple model estimation is to fit a linear polynomial to pairs
(x(t;), x(+T))

. X—A

* /=i

Continuous
input space Feature map

Fig. 1 Symbolic illustration Fig. 2 Feature Mapping

of state prediction

From the point of view of signal processing, Singer, et al. [4] derived the
locally linear prediction as an AR model generalization. In discrete time, a non-

linear process can be described by a N'™ order difference equations of the form

x(k+1) = f(x(k)) +u(k) 3)

where x(k) = [x(K),xk-1),..,x(k-N+ 1)]T , f(x) represents the

non-linear map from RN to R!, and u(k) is the white noise innovation term. Due to
the statistical Markov structure of the nonlinear dynamics, we have

P(x(k+1)[x(i),0<i<k) = P(x(k+1)|x(k)) 4)

Based on minimum mean square error criterion, the estimated value of x(k+1)
is

2(k+1) = E[x(k+1)[x(K)] = E[f(x(k)) +u (k)| (x(k))] =f(X(k)()5)

Since the realization of the unknown dynamics f{x) can be observed from

x(k+1) = f(x(k)) +u(k) (6)

that is, the signal history composes the map from state space of dimension N
to a scalar space, the solution to the estimation of x(k+1) can be solved by
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interpolating f(x) from noisy signal samples. Among several methods, as shown by
Singer et al., the local modelling is superior and simpler under the condition that
the given dynamics is locally smooth and a long enough signal history is available.
Therefore the local linear prediction model fitting is implemented as follows. For
the current state x(k), a set of pairs (x(i), x(i+1)) is selected according to the
similarity between x(k) and x(i) where x(i) is one of selected close state space
neighbors and x(i+1) its future value. Thus, the local model approximation
becomes an interpolation problem which can be solved with polynomial fitting.

Following the approach by Singer et al, under the condition that f(x) is smooth
enough in the vicinity of x(k), {x) can be approximated by the first few terms of
its multidimensional Taylor series expansion,

FX) = f(x(k)) +VEL (x(K)) (x-x(K)) +...=b+a'x = alx+b

¢))

which is the local linear predictor. The vector and scalar quantities of a and b
are estimated from the selected pairs (x(i), x(i+1)) in the least square sense. To
secure a stable solution, more than N pairs must be selected.

In general, the above local model fitting is composed of two steps: a set of
nearby state searches over the signal history and model parameters fitting. For a
given signal, this procedure results in a set of local model parameters which, when
pieced together, provide a global modeling of the dynamics in state space. Since
the state search is performed over the whole signal history a lot of redundant
computation results which in turn hinders effective implementation of this
approach.

3.2 Localized Signal Representation with SOFM
modeling

Instead of direct sample collection from the signal history, we propose to
alleviate these problems by the use of a Kohonen self-organizing feature map
neural network [7]. The SOFM has very interesting properties for time series
modelling. Let @, X, A denote the SOFM mapping, input sample space and the
discrete output space respectively. When the network converges to its final stable
state following a successful learning process, it displays four major remarkable
properties:

1. The SOFM map @ is a good approximation to the input space X. This
property is important since it provide a compact representation of the given input
space.

2. The feature map @ naturally forms a topologically ordered output space
such that the spatial location of a neuron in the lattice corresponds to a particular
domain in input space. The advantage of this feature is that it can simplify local
modeling of the input signal X embedded in the A space.
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3. The feature map ® embodies a statistical law. In other words, the input with
more frequent occurrence occupies a larger output domain of the output space A.
This property helps to make the SOFM an optimum codebook of the given input
space.

4. A space dimension reduction is attained via the feature map @®. That is, the
continuous input space is mapped to a discrete output space with lower dimension.
This property makes the simple architecture of codebook representation feasible.

The straightforward way to take advantage of the above properties for time
series modelling is to create a SOFM from the input signal. Since such feature map
@ provides a faithful topologically organized output of the input vectors x € X, the
local model fitting can then be performed over the compact codebook domain A.

The proposed non-linear modelling scenario follows three steps: a.
Reconstruction of the state space from the input signal; b. Embedding the state
space in the neural field; ¢. Estimation of the locally linear predictors.

a) Reconstruction of the state space from the training signal. Following the

approach by Takens, a sequence of N+1 dimensional state vectors [x(n)T, x(n+1)]"
is created from  the given  training time series, where

x(n) = [x(n— (N-D1),x(n= (N=-2)1), ..., x(m17  and1is the
appropriate time delay where N=D and D the dimension of the underlying
dynamical process.

b) Embedding the state space in the neural field. This step is accomplished via
the Kohonen learning process. With each vector-scalar pair [x(n), x(n+1)]
presented as the input to the network, the learning process of Kohonen feature

mapping algorithm adaptively discretizes the continuous input space X rV+1

into a set of K disjoint cells A to construct the mapping ®: X — A. This process
continues until the learning rate decreases close to zero and the neighborhood
function covers about one output unit. After learning, a neural field representation
A of the input space X via the constructed mapping relationship @ is formed in
terms of a set of disjoint units topologically organized in the output space (Figure
2).

c) Estimation of the locally linear predictors. For each element u;€ A, its

local linear predictor in terms of [aiT, b;] is estimated based on ai c A, whichisa
set of L elements in the neighborhood of u; including u, itself. See Figure 2. Each

RN+1

. . T
element u;, has a corresponding weight vector [w?, Wi(N+ 1)] € , where

wl.T = [wi(l)’ Wi(2)r o Wi (N)] . The local prediction model [aiT, b;] is fitted in

the least-square sense to the set of weights in ¢, i.e.
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— T-\\v
n/j(NJ._l) =b+g W (8)

To ensure a stable solution of the above equations, ¢; must have more than M+1
elements. Thereafter for each output unit #;CA, there corresponds a unique

Linezrly local model function f(°) in terms of the vector-scalar parameter pair

The global dynamics of the given process can be described by the set of all the
ongirae LPCHOC'WI models pizced together. For an input state vector x(n)=[x(n-N-+1),
1M T(rz)] the matched prototype element Up € A is found based on the

S0FM competiﬁom among all elements in A. The predicied value x(n+1) is
obtzined by evaluatin f{ ) at x(n)=[x(n-N-+1), x(n-N+2),.. x‘(n)]T

i(n+ 1) = f(m (110), b (;0), x (1)) = b (u;0) -kaT(uio)x(n) )

In a similar manner a sten prediction x(n+X) based on x(n) can also be
dbyi i i.e. feeding the output back to the input,

s

)
}_

5
I

Fxx-1(. fl("’(l’ o), b{1;0),x(1)))) (10)

Sfj=7() is the prediction function at step j. That is, the first

1 generates a new state, which is used to find the new local model
ction. Evaluation of the new local model function ai the new state produces in
turn 2 new prediction until the final K-step prediction, Compared with the direct
pradiction, this recursive prediction has the advantage of higher accuracy [2], [12].

[y

IVPLEMENTATION AND EXPERIMENTAL
RESULTS

A non-linear time series from the Mackey-Glass system is modeled with the
proposed scenario. A total of 2500 neurons, arranged on a 50 X 50 square lattice,
constitute the SOFM output space. The dimension of the weight vectors w;(n) was
chosen as 8, so the dimension of the state input during the training process is 9
(MN--1). The learning rate and evoluiion of neighborhood function in eq. (14) and
(15) were used with ag=1, by=107, ag=1/30, bg=.6x10"%. A 10,000 samples
Mackey-Glass time series is generated with =30 and f;=1/6 Hz. The Kohonen
SOFM network is trained with this segment of time series for five epochs (50,000
samples). After training the weight vectors are frozen for local model estimation.
A typical post-iraining ouiput irajectory corresponding to 400 consecutive input
samples is as shown in Figure 3.
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As shown in section 2, to ensure a stable solution in the least square sense, the
subset o must contain at least N+1 neighbors for stable model estimation. We take

all 21 neurons surrounding the neuron uy in the output space as its neighborhood
subset o cA to estimate the corresponding local linear prediction function

},‘ = }(@) . Another different 5,000 sample Mackey-Glass time series is taken

to test the prediction performance of the estimated local prediction model set. The
testing is performed with multi-step prediction ranging from 1 up to 20 samples
ahead. Iterative prediction (i.e. use the predicted values as new inputs) is applied
for multiple-step prediction. The mean squared error normalized by the variance of
the original signal is shown in Fig. 4, and it starts at .06 and increases to .4 for 30
step ahead prediction.

If the averaged Euclidean distance between weight vectors of two neighboring
neurons is taken as the resolution of the neural field A4, it is obvious that the larger
its dimension the finer the resolution, which in turn provides more accurate local
model estimation. With this notion, three SOFM networks with different lattice
dimension (50 X 50, 60 X 60, 70 X 70) are compared in terms of the MSE for 20
step prediction steps and the result is consistent with the above observation as
shown in Fig. 5. The MSE error decreases from 0.22 to 0.18.

45

s

Fig. 3 The output trajectory

Finally, Figure 6 shows an autonomous (i.e. the predictor is seeded and then
the output is fed back to its input) 500 point segment of the signal generated by the
local models. This signal clearly shows that the dynamics of the system that
produced the time series have been captured.
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from the neural field, this scenario represents a further in-depth exploration of the
Kohonen feature mapping.

The Kohonen feature map has been used by Walter, et al. for similar purposes.
However, the topologically ordering relationship intrinsic in the construction of the
neural field was not explored in their approach. Instead the desired local models
were adaptively constructed during the network training process. The topologically
organized weight vectors only served for state searching.

The experimental results demonstrate that this Kohonen SOFM scenario is
feasible as an effective approach for non-linear dynamical modeling. We are
presently comparing this approach with others using dynamic neural networks (i.e.
multilayer perceptrons extended with short term memory mechanisms) [12]. One
advantage of the SOFM is the creation of states that can be explored for the
prediction of time varying nonlinear signals.
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ABSTRACT. We describe certain recent results of the first author
concerning the approximation capabilities of neural networks with
one hidden layer. In particular, these results demonstrate the con-
struction of neural networks evaluating a squashing function or a
radial basis function for optimal approzimation of the Sobolev spaces.
We also report on our joint work, where some of the first author’s
earlier ideas are applied to construct general purpose networks for
the prediction of time series, when the number of independent vari-
ables is known in advance, such as the Mackey- Glass series or the
flour data.

1. INTRODUCTION

One of the major applications of neural networks is to approximate a func-
tion of several variables. In fact, it is well known that any neural network
training can be thought of as function approximation. A typical example is
the prediction of time series, where it is desired to predict the observation x;
at time ¢ as a function of the s previous observations z,_y, -+, z,_;, where s
is a fixed positive integer.

There are two major problems which arise in this theory. One is to
determine the number of neurons necessary to achieve the approximation
of the target function within a given margin of tolerance. The other is to
develop algorithms to actually construct the approximating networks.

Although the target function is usually unknown, it is customary to as-
sume that it belongs to some known class of functions. A common assumption
1s that the function has a certain number, r, of continuous derivatives on the
domain where the approximation is desired. The complezity problem is the
problem of determining the number of neurons required to approximate any
such function in terms of the desired accuracy, the number of independent
variables on which the function depends, and the size of the derivatives as
measured by a suitable norm. Equivalently, the problem is to determine how
much accuracy one can achieve in the approximation of any function in this
class with a given number of neurons. Section 2 of this paper describes some
of the recent work of the first author in this direction.

In designing algorithms for the construction of networks, one may or
may not be able to sample the function at prescribed points. The proofs of
the results described in Section 2 also give a training method in the case the
function may be sampled at prescribed points. In Section 3, we use some
of the earlier ideas of the first author [10] for “universal” approximation of

0-7803-2739-X/95 $4.00 © 1995 IEEE
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functions, where such a sampling is not possible. We do need to assume that
the number of variables, on which the function depends, 1s known in advance.

Our research was supported, in part, by grants from AFOSR and NSF.
We are also grateful to F. Girosi, j. Larsen, J. A. Serensen and T. Poggio for
their kind encouragement.

2. THEORETICAL RESULTS

In (8, 18], Girosi, Poggio and Jones have introduced the notion of a generalized
translation network (generalized regtiarmtzo/z nelwork in their terminology).
Let 1 < d < s, n>1 beintegers, ¢ : RY — R. A generalized translation
network v‘ith n neurons {principal elements) evaluates a function of the form
Z;_l ap6(Ar(-) + by) where the 4p’s are d x s real matrices, by € RY and
ar € B (1 <k < n). In the case d = 1, we have the usual neural networks
with ¢ as the activation function. In the case d = s, we recover the traditional
radial basis function (RBF) networks, where, in the most traditional setting,
the matrices A, are required to be all equal to the identity matrix. Girosi,
Poggio and Jones have demonstrated in [8, 18] how the generalized translation
networks arise naturally in applications such as image processing and graphics
as solutions of certain extremal problems.

Motivated (in part) by this work, Mhaskar and Micchelli [14] carried
out an in-depth investigation of the approximation capabilities of the gener-
alized translation networks. Under very general conditions on ¢, they have
constructed networks that approximate an arbitrary function in the L? or
untform norm, and illustrated how the smoothness and growth of ¢ affect the
legree of ap proximation of the target function. The networks constructed

[14] are also capable of providing simultaneous approximation of the tar-

—

et function and 1ts derivatives, under minimal conditions on ¢. The main
rust of [14] is to study what properties of @ have what effect on the de-
ee of approximation; in particular, to gain an insight on how to choose an
activation function, rather than to obtain the best estimates. A preliminary
announcement of some of the results in [14] was made in [15].
In order to discuss the complexity problem further, we need to introduce
some notation. For the sake of simplicity of exposition, we restrict ourselves
to uniform approximation on [0, 1]°. Thus. for f:{0,1]° — R we write

= sup [f(x)] (2.1)

x€{0,1]¢

03 .09

The class of all the output functions of a generalized translation network with
n neurons. each evaluating the activation function ¢ and receiving s inputs,
will be denoted by I, ;. We measure the degree of approzimation of f by
the expression

Eyn(f) = nf{|[[f-P|| : Pe H<P;n,5}- (2.2)

For integer » > 1, the class of all functions f : [0,1]° — R having r con-
tinuous derivatives on [0,1]° will be denoted by W, ;. For a multi-integer
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k = (k1,...,ks) € Z°, the notation (0 < k < 7 means that 0 < k; < r for
1 < j <'s and we write k| = Zj.:l |k;|. If f € W, ,, its Sobolev norm is
defined by

fllw.,. = > DS (2:3)

0<k<r

where the partial derivatives DX f are defined by

k|
Dkf:— ol

- k ks *
FI:

Since the target function is usually unknown, the quantity of interest in this
theory is
Eginrs :=sup{Egn(f) : Ifllw,, <1} (2.4)

We observe that any function in W, ; can be normalized so that ||fllw,, <
1. Hence, Ey.n s measures the “worst case” degree of approximation by
generalized translation networks with n neurons under the assumption that
f € W, ; and is properly normalized.

There are general theorems in approximation theory due to DeVore,
Howard and Micchelli {6] which indicate that E4., . must be at least of the
order n~*/". This order was achieved in [10] using networks with multiple
hidden layers. However, it is shown in [4] that these methods cannot work
for networks with one hidden layer. It was conjectured in [11] that Ey., .
cannot be O(n‘s/') at least in the usual neural network setting, where d = 1
and ¢ is a sigmoidal activation function.

The following theorem due to the first author [12] disproves this con-
jecture, and describes certain conditions under which the optimal order of
approximation can be realized, in fact, for generalized translation networks
with a single hidden layer.

THEOREM 2.1. Let 1 < d <s, 7> 1, n > 1 be integers, ¢ : R? — R be
infinitely many times continuously differentiable in some open sphere in RE.
We further assume that there ezists b in this sphere such that

D*6(b)#£0, kezd k>0. (2.5)
Then there exist d x s malrices {A;}7_, and a positive constant ¢ depending

al most on ¢, r and s, but independent of n, with the following property. For
any f € W, ,, there exist coefficients a;(f) such that

n
1F =D a(NoA; () +b)II < en™ i, (26)
i=1
The functionals a; are continuous linear functionals on W, ;.
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. 1/2 . .
where for x € RY, we write |x| = (Z 1]2) /2. the squashing function, where

d =1 éz) = (1 + c“I)“l, the generalized multiquadrics, where ¢ > 1
and o(x) := (1 4+ [x]|*), (o« € Z), thin plate splines, where d > 1, and with
qgE€Z, q>d/2,

v P og %], d even,

olx) = { |24, d odd,

and the Gaussian function, where d > 1, ¢(x) := exp(—|x|?).

A remarkable feature of Theorem 2.1 is that the matrices 4; and the
threshold b are determined independent of the target function. The deter-
mination of these quantities is typically a major problem in most network
training algorithms such as backpropagation. In fact, the proof of Theo-
rem 2.1 does not depend upon any optimization at all, so that none of the
usual problems in network training, such as local minima, arise. The proof
also gives an explicit formula for the functionals a;(f), thus reducing the
“training” to a simple evaluation of linear functionals.

For functions which are analytic in a (complex) ellipsoid contaming
[0,1]°, the method of the proof gives dimension independent bounds, allowing
a geometric rate of approximation. The analyticity condition 1s substantially
tronger than the more well known conditions of Barron [1], but the geomet-
ric rate of convergence is also substantially stronger than that obtained in
[1]. Moreover, it is a local condition.

Dimension independent bounds under a different set of local conditions
are studied in [13]. It is worthwhile to remark in this connection that the
paper [14] studies the construction of networks which provide an “eptimal
recovery” of a class of functions, based on the number of observations on the
target function, rather than the number of neurons.

S

3. AN ALGORITHM FOR ADAPTIVE APPROXIMATION

The networks described in the proofs of the results in Section 2 require that
one should be able to sample the target function at prescribed points, with-
out noise. In this section, we describe an algorithm which does not require
these assumptions. The basic idea is the fact (cf. [10]) that it is possible to
approximate the characteristic function of an s-dimensional cube arbitrarily
closely using a neural network with a fixed (dependent only on s) number of
neurons, each evaluating a bounded sigmoidal activation function, arranged
in two hidden layers. In this section, we describe an algorithm which will pro-
vide an adaptive approximation to a target function f on [0, 1]° by choosing
a suitable partition of the cube.

The algorithm in Fig. [ is a very simple adaptation of some of the ideas
in R. DeVore's lecture [5]. The starting point of the algorithm is the {raining
data, T, which is organized as an array of (s+1)-tuples (x.y) where x € [0, 1]°
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and y is the value of the target function f. At the culmination of this
algorithm, the cube [0, 1]® is partitioned into subcubes and the approximation
of the target function is the function ¢ that takes a constant value on each of
these subcubes. The accuracy of this approximation is measured by a suitable
functional E(7T) of the training data, such as the root-mean squared error.
During the algorithm, the subcubes are organized in a tree structure. The
root of the tree is [0, 1], and the children of a node are the 2* partitioning
subcubes of that node obtained by halving each side of the node. For each
node @), Sg denotes the set of observations (x, y) such that x € @); gg is the
value of g on Q.

1. Let N := {[0,1)°}, S := {(x1, 1)}

2. Q:=[0,1)°, 9g :=m, E(S) :=0.

3. while there is more training data, do begin

4, while ((E(S) < ¢) and (|Sg| < P)) do begin

3. Read next (x,y) and add it to the set S.

6. Find the smallest subcube @ € A such that x € Q.
7. Set zq = (|Soliq + 1)/(1Sql + 1)

8. Calculate E(S) using g(x) := zg forx € Q.
9. end {Straightforward processing, go to line 4.}
10. while ((E(S) > ¢) or (|Sg| < P)) do begin

11. Split @ into 2° equal subcubes.

12. For each subcube C of @ do

13. If S¢ is empty, set J¢ = Jg.

14. Otherwise, recalculate g¢.

15. Add C to V.

16. end {subcube processing}

17. Rename the subcube containing x as Q.

18. Calculate E(S).

19. end {Bringing the error within margin, go to 10}.
20.end { Outer while, go to 3 for more data}

Fig. 1.

Partitioning algorithm

To start with, the tree consists of the root alone. Given any tree, we keep
on accumulating the data such that the x values fall on a leaf of this tree.
The value of g on each leaf is simply the average of the y values corresponding
to the x values falling on that leaf. This process continues until the error
functional for the partition becomes unacceptably large, or until a single node
accumulates too many x values; thus indicating that a more refined analysis
is required. At this point, the node is split into its children and the data is
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redistributed. If there are-no x values on any of the new leaves, the value of
g on these leaves 1s the same as that on their parent, before the parent was
split. This splitting continues until the error functional for the training data
encountered so far is satisfactory. The process stops when the training data
1s finished and the error functional F{7T) is satisfactory.

If the target function is continuous, then this process is guaranteed to
stop after a sufficient amount of training data is analyzed. Thus, the algo-
rithm provides uniwversal approzimation. It can be easily modified to incorpo-
rate spline functions of order higher than 0. This is expected to significantly
enhance the performance of the algorithm, albeit at some computational cost.

There are many algorithms in the literature for adaptive approximation,
which are perhaps better than our algorithm in many ways. The main inter-
esting feature of our algorithm, in addition to its simplicity, is that it does
not seek to solve any minimization problem. For example, at each stage of
the recursive partitioning algorithm, (CART for regression) {7, p. 11], [9, p.
231], the domain and the sampling data are split so as to minimize a vari-
ance. In the MARS algorithm, [7, p. 17}, the nodes and the coeflicients of
the approximating spline are chosen at each stage to minimize a “lack-of-fit”
functional. In the &-NN algorithm, one has to search in the sample space to
find the k& argument values which are closest, i.e., minimize a distance func-
tional, to the given argument value. Our algorithm does not require any such
minimization. The resulting error is therefore not optimal, but is still under
control. In fact, the algorithm guarantees that the error does not exceed a
preset tolerance. We have not done any pruning as suggested in {2, 7]. The
number of subcubes, and hence the number of neurons is typically substan-
tially large. In the case of the algorithm of Fig. 1, pruning could have been
accomplished easily. One just combines all the neighboring subcubes having
the same predicted value into one subregion. However, since our algorithm
is so simple, and the combined subcubes might not give a cube, it was not
thought worthwhile to prune the tree. Finally, we observe that the resulting
neural network provides localized approximation in the sense of [4].

Although our main interest was only to check how the ideas of [10] can
be implemented in practice, rather than to solve any particular problem,
we tried the algorithm to solve two time series prediction problems. The
Mackey-Glass time series, studied recently by Plutowski, et. al. [17] and
Platt [16], is a four variable problem. We set the training RMS at 0.001,
trained on 400 samples and predicted the next 100 samples. The net RMS
error {on the test data) was 0.0026 (Fig. 2). This required 279 cubes at the
end of the training. The test phase required an addition of 40 cubes, which
was done very easily. When we trained on 500 examples, and predicted the
next 500 data, the net RMS (on the test data) was 0.0022 (Fig. 3). At the
end of the training, there were 300 subcubes, the test phase required 131 new
subcubes. We also analyzed the flour data studied recently by Chakraborty
et. al. [3]. As in [3], we trained on 90 samples and predicted the next 10.
The training RMS was preset at 0.25. In separate modelling (a two variable
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problem), we obtained an RMS of 0.0028, 0.0028 and 0.0014 for the three
cities (Fig. 4 shows the graph for Buffalo). In combined modelling (a six
variable problem), the numbers were respectively 0.0043, 0.0038 and 0.0040.
This is a substantial improvement on the results quoted in [3]; indicating
that the target function must be very smooth.
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Abstract. This paper addresses the assessment of generalization
ormance of neural network models by use of empirical tech-

est to use the cross-validation scheme combined with a
chnigue to obtain an estimate of the generalization
d stribution of a specific model. This enables the for-
bulk of new generalization performance measures.
cal results demonstrate the viability of the approach com-
pared to the standard technigue of using algebraic estimates like

ge
4
[Rs

the problem of comparing the generaliza-
lifferent competing models. Since all models
r the same datza, a key issue is to take this dependency

e data set of siz:o N into a cross-validation
N~ and a Lramhvg set of size N(1—+~) is discussed. Asymp-
Yopt — 1 such that a relatively larger

Consider a tapped-delay neural network predicting a stochastic output signall
y{k) from observations of the L-dimensional stochastic input vector signal
z(l) = [a(k),alk = 1), a(k = L+ 1]". Let f{-) denote the mapping of
the neural network, and w tho vector of network weights (parameters). Then
the prediction is gl\'en as: g(k) = fl=(k);w).

T - A :
*For convenience, we focus on single outpul models.
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The basic object of interest in neural network modeling is the conditional
input-output distribution p(y|z), i.e., the probability distribution of the out-
put conditioned on a test input vector, see e.g., [16]. Normally the network is
trained to implement the conditional mean?®, E{y|z} = [y - p(y|z)dy. The
first source of uncertainty is the inherent prediction error ¢ = y — E{y|x}
which — per definition — cannot be modeled. Another considerable source of
uncertainty is the estimation of E{y|z} from a limited number of training
data.

This paper deals with empirical assessment of model quality expressed in
terms of generalization performance defined as prediction accuracy on future
data. Reliable estimates of the generalization performance of a particular
model is very important for practical applications. Moreover, in order to
choose the best model from a pool of candidate model architectures®, one
requires a test which determines if a particular model has a significantly
higher generalization performance than a competing model. The empirical
framework enables both absolute and comparative generalization assessment.

The generalization performance can be decomposed into three compo-
nents, see e.g., [3], [6]. The first term is due to the inherent prediction error,
e. The second term expresses the insufficiency of the neural architecture?
to model the conditional mean, and is often referred to as the model bias.
Finally, the third term reflects finite training set effects, also known as the
model variance. While the first term - per definition - cannot be decreased,
there will normally exist a trade off between bias and variance which is ac-
complished by optimizing the architecture, e.g., by using pruning techniques.

ON GENERALIZATION PERFORMANCE

Suppose the network is trained by minimizing a cost function, viz. the sum
of a loss function, Sy (w), and a regularization term R(w), i.e.,

N
Ox(w) = Sy(w) + Blw) = + 3" £k, 5k w) + R@w) (1)
k=1

where £(-) measures the distance between the output y(k) and the network
prediction y(k) = f(x(k);w). Even though much of the material in this paper
applies for general loss functions, often the mean square error loss function,
¢ = (y - 9)* = €% is considered. N defines the number of training examples,
i.e., input-output pairs of the training set: D = {(m(k),y(k))}i\r:l

Training on the full set of examples provides the estimated weight vector
W = arg min,, Cn(w). The generalization error, G, is defined as the expected

2This is optimal when using a mean square error cost function, see e.g., [16].

3E.g., feed-forward neural nets with different input lag-space and number of hidden
units. .

4The architecture is presumed to be finite, i.e., the weight vector is finite dimensional.
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loss of the estimated model on a test sample (z,y) independent of those in
the training set,

G(@) = E {((y.5:®)) = /i(y,@;a}) p(a,y) de dy 2)

where E{-} denotes expectation w.r.t. the unknown joint input-output proba-
bility density p(z,y). G(@) depends on the actual training set D through the
estimated weights @ and has the lower bound G, = G(w*). w* denotes the
optimal weight vector w* = arg min,, E{Cy(w)} = arg min,, [G(w) + R{w)]
which corresponds to training on an infinite training set. Under fairly mild
assumptions, it is possible to show limy_ . @ = w*, see e.g., [10], [11],
[17]. Gmin expresses the fundamental uncertainty of y when z is known, and
furthermore the potential lack of modeling capability, i.e., the network is inca-

pable of implementing the optimal® function, g(=) = arg ming.) E{(y, ¢(z))},
g [ o ()

o{z) : B — R. Insufficient modeling capability is due to two facts:

o In general, when using a finite architecture the model is incomplete, i.c.,
fla; w®) # g(x) where w® = arg min,, G(w) is the weights minimizing
the expected loss using the architecture embodied by f(-).

o Regularization implies that the optimal weight vector w* does not equal
w?; even when using a complete model.

Since the &N samples in D are randomly selected from the joint density
pl(z(1),y(1)). -, (@(N),y(N))) the gencralization error G(w) is stochastic
with a certain generalization  error  probability  distribution
P(G) = Prob{G(w) < G)} and associated density p(G).

The object of interest for model design could be either the full general-
ization distribution or just the generalization error G(@) on the particular
training set available. These cases are treated separately in the following.
If one has a strong belief in the training set (e.g., if it is large) one might
address G(w). Otherwise, it might be better to consider the training set as a
typical set drawn randomly from the joint input-output distribution in order
to reveal the generic characteristics of the employed model.

Since p(G) depends on the true distribution of data, the model architec-
ture, and the number of training data, it is impossible to fully characterize it.
However, it is possible to give some general properties. Obviously, p(G) = 0
as G < Ghy. For finite training sets, p(G) will have non-zero values for
G > G, and since limy_ oo @ = w*, p(G) tends to a Dirac delta function
(G = Gumin) for N = co. If the model is complete, the loss function is the
mean square error and no regularization is employed, it is possible to show®
asymptotically as N — co, G(@) ~ oZ(1 + x*(p)/N) where o2 is the predic-
tion error noise variance and x?(p) is the y>-distribution with p = dim(w)
degrees of freedom.

5With respect to the employed loss function.
SThis is done by using second order expansions of G(@) around w*, and the fact that
~ Py I b
that the fluctuations Aw = w — w* are asymptotically Gaussian distributed. See e.g., [6],
i7]. [8] and [16].
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The literature on generalization theory and estimation of generalization
error does not in general address the problem of characterizing the full pre-
diction risk probability density. Most work has focused on simple measures
of location such as the average generalization error

awr(G) = Bp {G(@®)} = / G- p(G) dG. 3)

This includes algebraic estimators like FPE [1], FPER [7], GEN [5], GPE
[9] and NIC [10] which are valid asymptotically N — oo and make several
assumptions on the model and statistics of the data. However, also algebraic
estimates of fractiles of p(G) have been developed, see e.g., [14], [15]. Thus
the 1 — a fractile Gi_o defined by Prob{G < Gi1_,} = 1 — o guarantees
that the probability of G exceeding G;_,, is «, which can be set to some low
percentage.

EMPIRICAL GENERALIZATION ERROR ESTIMATION

If the object of interest is the generalization error G(w) for the particular
training set available, we consider the hold-out cross-validation technique [13]
for estimating G(@w). Suppose that a cross-validation set C of N, = [N~]7
0 < v < 1, samples are hold out for cross-validation and denote by 7 the
remaining Ny = N — N, data for training, i.e., let @ = argmin,, Cy, (w).
The cross-validation estimate of G(w) then reads:

@) = — 3 tCy(k), 7ih); ) ()

¢ reC

Under suitable regularity conditions, @(ﬂz) — G{(w) as N, — co. However, a
very large cross-validation set leaves only few data for training thus increasing
G(w). Obviously, there exists an optimal fraction v which trades off the
conflicting aims. Assume that the quality of the cross-validation estimator is
measured by

o~

2
MSE() = B { [Gl@) - 6()] | (5)
where Ep{-} is the expectation w.r.t. all training data. Further, assume that

the loss is the mean square error and that the training data are independent.
Since Ec{G(w)} = G(w) evaluating Eq. (5) gives

MSE(y) = Er {Ni [Be (! (@)} - sz]} (©)

Using asymptotic expansions (see e.g., [6],[7]) for the terms in Eq. (6) and
considering the model to be complete, it is possible to show that the the

7[] denotes rounding upwards to the nearest integer.
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optimal fraction is given by Yope = 1—+/8/N where 8 = 4po? /(1-&), £ is the
kurtosis of the inherent noise (equal to 3 for Gaussian noise), and p = dim(w).
That is, imy oo Yopt = 1 while N; = O(/NB) and N. = O(N — /NJj)
asvmptotically. It should be emphasized that the choice of v for a finite small
N still needs to be tuned by hand.

The hold-out cross-validation scheme can also be used for comparing gen-
eralization errors of different models. Consider the scenario of pruning a
nested family of neural net models and suppose that two alternative mod-
els with weights w1, w» both are estimated from 7. If we take Wy to be
a subset of w;, ie., dim(wsy) < dim(w;), the hypothesis to be tested is:
G(ws) > G(wy). Since the models are nested and estimated from the same
training set, the corresponding generalization errors are highly dependent.
A straight forward procedure which puts error bars on the individual gen-
eralization error estimates may fail to unveil the superiority of one model
relative to another. The dependence is easily taken into account by ana-
lyzing the difference in generalization error, AG = G(@,) — G(@w1). Ac-
cording to the central limit theorem?® AG tends to a Gaussian distribu-
tion as N, = co. That is a standard t-test for the hypothesis can be
used. If AG/std(A@) < to(N. — 1) we reject the hypothesis on an «
significance level. ¢,(N, — 1) is the a-fractile of the ¢-distribution with
N, -1 degrees of freedom, and std(-) denotes the standard deviation. Define
Ac? (k) = e (k,ws) — e (k w1) then the standard deviation is estimated via

(std(A @))~ = (N, = )7'NE Y e (A (B) — AG)?.

EMPIRICAL GENERALIZATION ERROR DISTRIBUTIONS

We suggest to estimate the generalization error distribution by using leave-
out cross-validation [12], [13] and resampling techniques. The basic algorithm
is given by:
1. Specify the leave-out fraction v and determine N, = [N+v]. Further
specily the number of resamplings J < NI/N (N — Nl
2. Forj =1,2,---,J split the training set randomly into a cross-validation
subset, C;, and a training set, 7; = D\ {; not used previously®.
3. Train on 7; with Ny = N — N, examples to obtain the weight estimate
w; and calculate the empirical mean of the loss on the samples Cj,
which yields the generalization error estimate:

G; = Gj(a) = o 3 Hy(R), 500 @) (7)
¢ rec;

The training in step 3 can be very time consuming and in [4] we developed
an approximate technique for leave-one-out cross-validation.

8This also applies when the error signal is a strongly mixing sequence (time-dependent).
9Note that this is resampling without replacement, as opposed to the Bootstrap
technique.
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Ideally, when estimating Eq. (7) we should train and test on independent
sets. Moreover, the training sets should be independent. These properties
only hold approximately. First, it is very important to stress the significance
leaving out a fraction  compared to the standard approach of leaving out
a fized number. In the latter case, the different training sets will be too
dependent even in the limit of N — o' However, as discussed in the
previous section by letting v — 1 and if Ny = O(vlog(N)), N, = O(N —
vlog(IV)), where v is a constant, all moments of G; converges'!. The number
of resamplings J should also be allowed to increase towards infinity as N
grows. Secondly, for most signal processing problems, time-dependence can
especially for small N cause noise in the estimates. However, asymptotically
this is no problem since we expect the input signal to be a strongly mixing
sequence, i.e., the time-dependence vanishes for large lags.

From the estimates G] in Eq. (7) it is possible to form the empirical
generalization error distribution

emp

J
-1y e ®

j=1

MI'—‘

where @(1) < @(2) - < @(J) is the sample order statistics, and u(G—G(;)) =
1 when G > G;), and zero otherwise.

Since p(@) is highly non-Gaussian and long tailed (which is demonstrated
experimentally below), the mean and variance are not sufficient for charac-
terizing the shape of p(G). It may consequently be desirable to consider more
robust location and dispersion measures which we are able to calculate with
Pemp(G) in hand. In general the location of p(G) delivers an estimate of
the level of generalization error. The dispersion conveys the fluctuation in
generalization error and might suggest if the current number of examples is
sufficient for learning the task properly. We consider the following quantities:
Location:

e The average avr(G) = [ Gp(G dG
e The trimmed average tavr(G) = fGG5 % Gp(G)dG which reflects the

average in which the highest and lowest 5% of the data are excluded.
e The median med(G) equal to the a = 50% fractile Ggoy.

Dispersion:

e The standard deviation std(G) = ([[G — avr(G)]? dG)'/2.
e The median absolute deviation mad(G) = med(|G ~ med(G)|).
o The interquartile range igr(G) = Grsy, — Gasy-

10This is discussed in the literature of the so-called Jackknife estimators, see e.g., [2],
[11, Ch. 5.7]

" This is a generalization of what was stated in the previous section for convergence of
the second order moment in Eq. (5).
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Die to the fact that p(@) follows a y? like distribution, we might consider
a transformation of & in order to make it move well behaved. In the general
family of Box-Cox transformations (see e.g., [11, Ch. 2.8]) we found that a

suitable transformation?” is G = log(1 + G).
As in the previous section it is possible to compare the generalization
ability e.g, by comparing estimated average generalization errors for two

- =k
models described by w,, w;. Define the associated estimates avr(G);, =
g z - ,,j (w;;). 1 = 1,2, and the difference Awvr(G) = aur(Gy)—avr(Gy).
For J ngt‘ Aaur(G) tends to a Gaussian distribution by the central limit

theorem w tandard deviation given by

1 J

mmmmm:\afﬁﬁ%mh

- Gy — Awr ()] (9)

re the individual differences are assumed to be independent. A standard
t-test (as described previously) can then be applied.

MNUMBRICAL BEXAMPLES

Consider the following data generating system: y(k) = @ (2)w® +e(k). =(k)
follons = L = 10 variate Gaussian distribution A(0, &) with 7 chosen as
ndom pOQi*i*\"—‘- definite symmetric matrix. @(k) is time-dependent: each
onent is a first order AR-process with coefficient 0.6518 scaled to give
Lt variance; thus implementing a low-pass filter with memory length approx.
ecual to 7. The noise e(k) ~ A(0,02) is i.i.d. and independent of @(k). The
ights, w®, were chosen independently from a A(0, 1) distribution.

Ve generated (Q = 30000 independent training sets of size N = 20 and
ned with a p = 10 dimensional linear model using the mean square er-

com

ror cost (without 1‘(‘“'111%17‘1Z&IT1011> to obtain the estimates @' ), i€ [1;0Q].

ables a highly accurate estimate of the consulm ed generalization per-

[1¥%

i"ormmlce measures. As an example, the “true” average rrenmahmhon er-

ver is caleulated by aur(G) = Q71 Z,Ojl G(w N where G(o'?) = o2 +
(wh - wo)_‘“(fw“) —w®). For ¢ = 500 of the Q@ = 30000 training sets
applied the leave-out procedure with v = 0.25, .J = 500 to obtain the

imates uﬁ- ), and corresponding generalization error estimates GJ

weight es
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je J]. For COH‘pB ison we calculated the FPE [1] estimate of aur(G) by
FPEY = Sy (@) - (N 4+ p) /(N = p).

Fig. 1 shows the obtained generalization error probability distributions.
Table 1 shows a comparison of the suggested measures of location and disper-
sion. We consider the transformed variables G which experimentally showed
o Impros e performance significantly over G. The table indicates that the
proposed leave-out technique is fairly accurate for estimating the location and
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Figure 1: Left panel: True (solid) and empirical generalization error distributions
as a function of G = log(1 + G). The dashed line indicates the median distribution
of ¢ = 500 obtained by leave-out cross-validation while the dotted lines denote the
25% and 75% fractiles. The vertical dashed line is the lower bound log(l + o2).
Right panel: True generalization error density p(G) estimated from @ = 30000
replications. The vertical dashed line is the lower bound o2 = 32.45. The vertical
solid line denotes the average, and the vertical dotted the median. Note that p(G)
is highly non-Gaussian and long-tailed (ranges to G = 1000 approx.). This implies
that the classical measure of location, viz. the average overestimates the typical
(the mode) generalization error.

dispersion measures even though the number of training data is only twice
as large as the number of weights. Definitely, the leave-out method outper-
forms the classical FPE estimate at the expense of increased computational
complexity. However, the framework offers the possibility of estimating other
quantities which are not possible in the asymptotic framework on which FPE
relies.

We considered furthermore the comparison of two competing linear mod-
els: w; with dimension p; = 10, and w, with dimension ps = 9 which conse-
quently is an incomplete model of the true data generating system. The true
difference in average generalization ability Aavr(G) is positive thus indicat-
ing that one should prefer model 1 over model 2. Using the same simulation
setup as described above the t-test on a specified o = 5% significance level
resulted in that the hypothesis fails to be accepted in approx. 30% of the
cases. More over we considered estimating Prob(Gs > G) from the empiri-
cal distributions. It turned out that the estimate tend to under estimate the
probability by 20%. Further, it is somewhat more robust than the estimates
of the location measures of the generalization error difference.

14When considering G the FPE estimate becomes: log(1 + 02) 4+ 02p/(1 + 02)N with
o2 = Sy (w)/(N - p)-
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| Min. | 25% fract. | Median | 75% fract. | Max. |
—-62.0 —-19.3 —-12.3 —-5.83 | 19.7

—24.0 —-15.5 —7.00 2.27 6.72
(G) —23.5 —-15.2 —6.47 2.38 7.05 ‘
med () —23.2 -15.3 —6.47 3.36 9.31
std (G 44.6 49.9 53.8 62.9 89.4 -
; med{G) 21.6 29.5 40.7 51.4 83.6
" L (@) 20.1 28.6 40.3 53.2 89.4 '

: Tize values are deviations from the true measurcs in percent when consid- f
s the transformed value G = log(1+ @), e 2., 100% - (aur (G) — avr (G ))/uw (@).
o columns indicate the fluctuation in the deviations w.r.t. the ¢ = 500 times the
co-oth cross-validation procedure is replicated. As regards FPE!M, the fluctua- 3
are based on Q = 30000 replications. In median the location measures avr(G),
seem to underestimate but are still fairly close to zero, and

o (G, and med (G)

stimate of aur (G) obtained by FPE. Moreover, the fluctuations arve
when considering the fractiles. As regards the dispersion measures
and igr (&) we note that they overestimates by roughly 50%; how- i
nall amount of fluctuation. The small fluctuation relates strongly

variable is used.

= »»J

¢ transformed

DADET 1epor ts on ‘encrahzation performance measures which can be at-

ir the cross-validation technique in combination with
. The major a 1 rantage is that the framework provides insight into
ization ciror probability distribution by considering
Tr aditionalh' only the average

the general
a‘noq and (h ;)ELSlOn measures.

; : @asm e over esumatee dlc tvpmal gencralization performance
of a model estimated from a randomly selected set of N examples. More-
over, the ass *sq-ncnt of dispersion measures allows for testing the hypothesis
1 a mode! gencralizes significantly better than a competitor.
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Abstract

We describe a principled strategy to sample functions optimally for
function approximation tasks. The strategy works within a Bayesian
framework and uses ideas from optimal experiment design to evaluate
the potential utility of new data points. We consider an application
of this general framework for active learning the weight coefficients
of a Gaussian Radial Basis Function (RBF) network. We also derive
some sufficiency conditions on the learning problem for which there are
analytical solutions to the data sampling procedure.

1 Introduction

In most classical formulations of learning from examples, the data (examples)
are assumed to be randomly drawn and presented to the learner. This is the
case for a variety of situations ranging from network models (Rumelhart et.
al. [5], Poggio and Girosi [4]), PAC (Valiant [8]) frameworks, and classical
pattern recognition. In this sense, the learner is a passive recipient of informa-
tion about the target function. In contrast, one could consider a learner that
plays a more active role in collecting its examples. By judiciously selecting
examples instead of allowing for possible random sampling, aclive learning
techniques can conceivably have faster learning rates and better approxima-
tion results than passive learning methods.

Using ideas from Optimal Experiment Design (Fedorov [2]), we have, in
an earlier work (Sung and Niyogi [7]) formulated a general procedure for
sampling an unknown target function at points in its domain. In this paper,
we consider an application of this general framework to encompass the active
learning of the coefficients of a Radial Basis Function (RBF) network (Poggio
and Girosi [4]). More generally, our solution allows us to handle parameter
estimation problems for function classes that are linear in their parameters.
In this paper, our contributions are:

1. The application of an Optimal Experiment Design framework for es-
timating the weights of RBF-type function classes, and the analytical
derivation of an optimal sampling strategy for parameter estimation of
such classes from data. This represents a significant improvement over
existing work on toy function classes, like step functions considered in
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(Sung and Niyogi [7]). Recently, Sollich [6] has applied a similar opti-
mal experiment design framework for estimating the weights of a single
perceptron unit. To the best of our knowledge, this analysis has not
been done before on RBF-type networks.

2. Empirical comparisons of the data requirements for active and passive
learning of RBF-type function classes.

3. Development of sufficiency conditions on the learning problem for which
an active data selection sequence can be analytically derived and pre-
computed within our optimal experiment design framework.

We now provide a brief statement of our problem, our solution for the active
sampling strategy, and a glimpse of the empirical simulations.

2 The General Formulation

We adopt a Bayesian formulation for active example selection. Specifically,
we can pose the problem as follows: Let Dy, = {(z;,y:)|i = 1,...,n} be a set
of n data points sampled from an unknown target function, g, possibly in the
presence of noise. Given a class of approximation functions, F, where each
f € F has prior probability Pz(f), one can use regularization techniques to
approximate gy from D, (in a MAP sense) by means of a function §j € F. We
want a strategy to determine at what input location one should sample the
next data point, (£n41,Yn+1), in order to obtain the “best” possible Bayes
optimal approximation of the unknown target function g¢ with our concept
class F.
We approach the active example selection problem in two stages:

1. Define the notion of a “best” possible Maximum A-Posteriori
(MAP) approximation for an unknown target function. We
propose an optimality criterion for evaluating how well a solution ap-
proximates an unknown target function. Our active learning goal is
to find a solution § € F that best approximates the unknown target
function in terms of the optimality criterion.

2. Formalize mathematically the task of determining the best
input location to sample next. We express the active learning opti-
mality criterion as a cost function to be minimized. The task of choosing
the next data point becomes one of minimizing the cost function with
respect to the next sample’s input location.

Earlier work by Cohn [1] and MacKay [3] have tried using similar opti-
mal experiment design techniques [2] to collect data that maximizes infor-
mation about an unknown target function. Our work differs from theirs in
two respects. First, we use a different, and perhaps more general, optimality
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criterion for evaluating solutions to an unknown target function, based on
a measure of function uncertainty that incorporates both bias and variance
components of the total oulput generalization error. In contrast, MacKay and
Cohn consider only the variance component in model parameter space. Sec-
ond, we also show that our active example selection strategy requires fewer
training examples than passive methods to learn a target function to a given
degree of accuracy.

2.1 The Formulation

We begin by establishing an optimality criterion for measuring the quality
of an approximation function with respect to an unknown target. Recall
that our active learning goal is to find solutions that best approximate an
unknown target according to our proposed optimality criterion. From the
optimality criterion, we can derive a scheme for measuring a new example’s
utility in terms of how well the example steers the learner toward the goal,
and an accompanying computational procedure for selecting the next training
example.

Let gy be a target function that we want to estimate by means of an
approximation function § € F. If the target function g; were known, then one
popular measure of how well (or badly) g approximates gy is their Integrated
Squared Difference (ISD) over an appropriate region of interest .X:

0,00 = [ (000) i) ds. W

In most function approximation tasks, the target g; is unknown, so we
clearly cannot express the quality of a learning result, g, in terms of gy.
We can, however, compute an ezpecled integrated squared difference (EISD)
between § and its unknown target, g¢, by treating the unknown target gt
as a random variable in the approximation function concept class F. Notice
that the distribution of g4 is simply its a-posteriori likelihood given P,,, the
n data points seen so far: i.e. P(g¢|Pn) « Pr(gy)P(Dnlgi). We shall use the
EISD as a criterion for evaluating the quality of an approximation result, g,
for an unknown target function g;:

EISD(g, gt) = Egt Ef[6(9> %)]Dn]

- / P(04D2)5(3, 9¢)day
gtef

/ Pr(gt) P(Dnlgy)6(d, 9 )dgy.
gp€F

Let g, be the approximation result given n data points, D,,. Our learning
goal 1s to minimize E1SD(§,, g¢) for each new n, and so a reasonable active
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example selection strategy would be to choose the next input location, z,41,
that minimizes EISD(gn+1,9¢). For a given x,41, we can predict the new
EISD that results from sampling our next data point there as follows:

Suppose we also know the target output value y,4;1 at the given z, ;.
Our new data set would then be D41 = Dy U {(zn41,Yn+1)}, and the new
EISD between g and its new estimate gn 41 is given by Ex[6(dn+1, 9¢)|Pn+1],
where the new estimate, gn41, can be derived from the new data set, D1
via regularization. In reality, we do not know the actual value of y,4;, but
we can derive for it the following conditional probability distribution:

Pnsilonsn, Dn) = J/f Pl PP

x /f PO U {(na e

So, for a given next location to sample, 41, we can compute the ezpected
value of the resulting EISD measure:

U(gn+1]2n+1,Dn) = Eyy, [Ex[6(&n+1,8¢)Pnt1 U (Xnt1, Yor1)]Xn41, Dn]
/ P(yn—i»llxn-i—la,Dn)
Ynp1ER

E}'[(S(gn+1>gt)lpn U(J;n+1>yn+l)]dyn+l' (2)

Clearly, the optimal location to sample next is the location that minimizes
the above cost function:

Eny1 = arg ;nin U(gn+1]2n+1,Dn)-
n41

The important questions at this stage are:

1. Can the equations above be analytically solved to yield a specific sam-
pling procedure?

2. Does the sampling procedure allow one to learn the target function with
fewer examples? Does it reduce the sample complexity?

We answer these questions in the context of estimating the weight parameters
of a Radial Basis Function network. In particular, we are able to derive ana-
lytical solutions to the equations above and compare the sample complexities
of active and passive learning.

3 Radial Basis Function Networks
3.1 The Function Class F

We consider a class of d-dimensional Gaussian Radial Basts Functions with K
fixed centers where the ith basis function, G;, has a fixed covariance of §;, and
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1e coefficients to be learned are denoted by & = [ay ay ... ax]”
an arbitrary function in this class can be represented as:

K .
— 1 L T i
= 5 Gy Ig T exp(—g(x - ;) 87 (x — o))

obtained by pumng a normal distribution
1eM> 2. Thus, for an arbitrary ga :

I
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(%)
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he learner has access to noisy data of the form D, = {(z;, w =
.1}, where g+ 1s the unknown target function, and

[,

n a(’fhmve (zaussian nolse with variance oy This leads to an

P(D, for every candidate ga € F that is of the form:
P(Dplga) o« exp | — o (3 — ga(x:))? )
= : Zz’ 202
i=1 1
The weight parameters, &, of the MAP solution (gg) to the learning prob-
lemr can then be recove 01 as follows:
a=~(,b
1 n T il
- ST k) U T
— % N e Ne By (7w 14
b - O‘,“] [/ yzé/l (“) > Yiy '2(“7) ERaS :\ yzgfﬁ (-ﬂz):r
og=1 =1 i=1
i w1 el ‘
= 34y (3)

Disa K x K matrix whose (i, 7)% element is: L S Gi(x)G (%)
n

This is the solution the learner proposes on the basis of the data set
espectt the data points are selected. We now provide an active
rate ting the data optimally

I. For the RBI class considered here, 1t is possible to show that an ana-
‘ticel prreisi(m exists for Equation 2, the cost function to minimize
vields the optimal location to sample next:
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('((.én-{-l Ixn+1 ) Dn) x Icn+ll

Cn+1 has the same form as C, of Equation 3, and depends on the pre-
vious data sample locations {x; : ¢ = 1, ..., n}, the weight priors T,
oy and xp41. When minimized over x,,41, we get Xp4; as the maxi-
mum utility location where the active learner should next sample the
unknown target function.

2. Is it indeed the case that the active strategy outperforms the passive
one? To investigate this we randomly generated 5000 target RBF fune-
tions with 8 fixed, arbitrarily chosen centers. The priors on the weights
a are provided by ¥ r = Ix. For each target RBF function, we collected
data according to the active strategy as well as the passive (uniformly
random) strategy for varying number of data points. Figure 1 shows
the mean error rate (i.e., the integrated squared difference, Equation 1,
between the actual target function and its MAP estimate, averaged over
the 5000 different target functions) as a function of the number of data
points. Notice that the active strategy has a lower mean error rate than
the passive for the same number of examples and is particularly true
for small number of data. The left graph shows a situation where the
learner has knowledge of the true priors on F. The right graph is for
a case where the learner has the following incorrect prior assumptions:
(a) the true centers of the target RBF’s are slightly different from the
values that the learner assumes them to be, and (b) the learner’s pri-
ors on the weights (X5 = 0.9Ix) are different from that on the target
class (X7 = Ix). Despite these incorrect prior assumptions, the active
strategy still outperforms the passive case.

4 Sufficiency Conditions for Pre-Computing
a Data Sampling Sequence

It is noteworthy that for learning RBF weights, the new optimal sample
location, x,,41, does not depend on the y; data values previously observed
but only on the x; values sampled. Thus, if the learner were to collect n data
points, it can pre-compute the exact sequence of n points at which to sample
from the start, even before receiving any data from the target function. This
behavior has been observed by MacKay [3] for an active example selection
strategy that minimizes only a model parameter variance cost function. For
such cost functions, any class of approximation functions that are linear in
their model parameters would exhibit such behavior.

In our framework, we minimize an output uncertainty cost function that
includes both bias and variance terms. The following theorem provides suffi-
ciency conditions on the learning problem for which our active learning for-
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Figure 1: Comparing the active and passive mean error rates for learn-
ing an unknown RBF target function with 8 fixed centers. Top: The
learner uses the same priors on model parameters as the process that ran-
domly generates the unknown target functions. Bottom: The learner uses
slightly different weight priors and has centers that are slightly displaced

from the true centers.

mulation leads to a data selection strategy that does not depend on previously
observed y; data values.

Theovem 1 Suppose F s a class of real-valued functions parameterized by
a € R, On the basis of a data set Dy, = {(x;,y:) i =1,...,n}, let the MAP
solution to the learning problem be given by & = argmingenr P(g(alDy)).
Then the following three conditions guarantee thai the choice of 41 will be
independent of the previously observed y;’s in D,,.

1. P(g(2)|Dy) can be expressed as Q((a—a(Dy)), {x; :i=1...n}) where
) 1s some arbilrary function thai does not depend on i/lf’ data, D,
In other words, the y; terms of D, do nol appear anywhere else in

P(g(a)|D.) = Q((a— &(Dy)), {x; :i=1...n}) other than in &a.
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2. F is linear in ils paramelers a, i.e.. ga,+a,(X) = ga, (X) + ga, (%).

3. The prior distribution on model parameters a has support R*.

5 Remarks and Conclusions

We have extended a previously developed Bayesian framework for active
learning to the case of learning the weights of an RBF network. We de-
rive a specific sampling strategy, and show how this strategy allows us to
learn with fewer examples (alternatively, make smaller error with the same
number of examples) than random (passive) sampling. This is an application
of the optimal experiment design paradigm to function approximation and
seems to bear promise for the design of more efficient learning algorithms.
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Abstract

This paper proposes a novel approach, named Discriminative
Metric Design (DMD), to pattern recognition. DMD optimizes
the whole metrics of discriminant functions with the Minimum
Classification Error/Generalized Probabilistic Descent method
(MCE/GPD) such that the intrinsic features of each pattern class
can be represented efficiently. The resulting metrics lead accord-
ingly to robust recognizers. DMD is quite general. Several ex-
isting methods, such as Learning Vector Quantization, Subspace
Method, Discriminative Feature Extraction, Radial-Basis Func-
tion Network, and the Continuous Hidden Markov Model, are de-
fined as its special cases. Among the many possibilities, this paper
specifically elaborates the DMD formulation for recognizing fixed-
dimensional patterns using quadratic discriminant functions, and
clearly demonstrates its utility in a speaker-independent Japanese

vowel recognition task.

1 Introcduction
Over-learning is a long-standing problem in the statistical approach to

o

pattern recognizer design. Because recognizers are inevitably trained us-
ing only finite resources, specially finite design samples, recognition accu-
racy over the finite design sample set is not necessarily equivalent to that
over unknown samples. Actually, a recognizer achieving high accuracy
over design data sometimes degrades in performance over unknown data.
This 1s the so-called over-learning phenomenon, and generally exists in
statistical estimation tasks.
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Pattern recognition usually consists of front-end feature extraction
and back-end classification. In most cases, high recognition accuracies
have been achieved by increasing the number of classifier parameters.
For example, by using Learning Vector Quantization (LVQ), one can
easily achieve a highly-performing distance classifier. This discrimina-
tive design method that enables one to handle multiple prototypes per
class achieves more accurate classification over design data by using more
prototypes, 1.e., trainable classifier parameters. However, such high per-
formance over design data does not necessarily guarantee high accuracy
over unknown data (See the later section.). Obviously, here we are faced
with the over-learning problem.

A fundamental solution to the above problem has been to increase
the statistical stability of estimation by reducing the number of classifier
parameters, or degrees of freedom of the model, relative to the number
of available design samples. However, as still vigorously discussed in
Artificial Neural Networks studies, satisfactory solutions to this problem
have not obtained yet. Our purpose in this paper is therefore to develop
a method of alleviating the over-learning through re-consideration about
the other important factor of the recognition process: feature extraction.

It is naturally desirable that the feature extraction should appro-
priately interact with the classification: This interaction enables one to
discover features useful for the classification. However, in practice, no
recognizers yet include such interaction. Incorporating the interaction in
the recognizer design would lead to features peculiar to each class, make
easier the classification, reduce classifier parameters, and accordingly al-
leviate the over-learning phenomenon. In this light, we propose in this
paper a new method, called Discriminative Metric Design (DMD), of
achieving discriminant function metrics for minimizing recognition er-
rors, in other words, misclassifications.

DMD is a general method based on the Minimum Classification Er-
ror/Generalized Probabilistic Descent method (MCE/GPD), and can
be applied to various types of recognizers as well as a wide range of
recognition tasks. By way of example, we focus in the paper on DMD
implementation for a recognizer using the fundamental quadractic dis-
criminant function to recognize static (fixed-dimensional) patterns, and
on its evaluation in a speaker-independent Japanese five-vowel recogni-
tion task.

The relation has been clarified between MCE/GPD and LVQ [4].
The development of DMD greatly widens the scope of such relationship
analysis. In the paper, we specially clarify the relationships between
DMD and important design algorithms, 1.e., LVQ, Subspace Method
(SM) [6], and Discriminative Feature Extraction (DFE) [1]. We also
describe that DMD is related to a segmental GPD-trained continuous
Gausstan HMM recognizer [5] and an MCE/GPD-trained kernel function
recognizer [3].
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2 Discriminative Metric Design (DMD)

2.1 Statistical Pattern Recognition

We consider the problem of classifying an input pattern @ € &, where
X is the pattern space, into one of the & classes {C,}X,. = may be
either static or dynamic (variable-dimensional). Our decision rule is as
follows:

Clz): Clz)=C; if i= argmsings(m), (1)

where C(=) is the recognition operation and g (x) is the discriminant
function that indicates the degree to which @ belongs to C;. The ul-
timate goal here is to achieve discriminant functions that can minimize
the recognition error probability. In reality, however, despite many ap-
proaches, achieving this goal has been rather difficult due to the limited
amount of available resources such as design samples.

2.2 General Formulations of DMD

In most cases, the discriminant function is simply based on heuristics and
on some kind of scientific knowledge indirectly related to error minimiza-
tion. However, such functions are never guaranteed to lead to a robust
recognition. One way to remedy this inadequacy is to design each dis-
criminant function so as to represent the salient, intrinsic features of its
corresponding class efficiently.

y
1 :
— 710 F(I )
' Vs E z
3 T30 F(y ) =
— (x > /) ) S—
482 Tl I
Feature Transformation Operaior  Class Membership Measure on
to Each Ciass-Feature Space Each Class-Feature Space

Figure 1: Pattern Recognizer Based on DMD

Our solution, DMD, is illustrated in Figure 1. Each discriminant
function g.(z) {s = 1,2,..., K) Invoives a class-fealure transformation
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operator T, defined as a mapping from the original pattern space &
to the s-th class feature space Vs and a class-membership measure f;
defined on Y;. Hereafter we call the set {7, f;} the metric. DMD opti-
mizes each metric with MCE/GPD [2] so as to minimize the recognition
error probability. This design can consequently increase the design ro-
bustness: Each class membership is evaluated in its corresponding class-
feature space where features relevant to recognition are emphasized and
information irrelevant to recognition is suppressed.

Note that & is not restricted to a feature vector but may be a pattern
before feature extraction process; the latter case implies that 7; execute
the individual feature extraction in each class.

3 An Exemplar Implementation of DMD

This paper specially elaborates the above formulation for the case of
recognizing d-dimensional static patterns using a linear transformation
7; and a Euclidean distance-based measure f; (s = 1,2,...,K):

y, = T(z) = W=, (2)
fo = |IT(=) = T(x)II%, (3

therefore
gs(z) = (w—rs)Tszs(m—rs), (4)

where the superscript 7 denotes the matrix transpose, each W, has a
size of d x d and r, denotes the reference vector of C;. Consequently,
each discriminant function comes to quadratic-form function. The DMD
(GPD) training is applied to {W}X ; and {r,}% ;. The updating rule
for these parameters can be derived using the chain rule of differentiation
and given as follows: for a sample ®, which is selected randomly at the
updating step ¢ from labeled design samples and belongs to C},

0 = 20D — el (e AT ) pp s (e ATV, g (me; ACTY),
(5)

W = WU el (zy; AUy o (a0 ATy, g, (2245 407D,
(6)

where

Vi, 9s(@®e; A(t_l)) = —ZWEt‘l)TW(St“l)(mt - rgt“l)), )
Vi, gs(@e; AVY) = 2W (@ — 207D (@, — 27T, (8)
the suffix ¢ denotes its corresponding parameter status at ¢ (¢t = 1,2, ...),
A represents ({r }<,, {W } ), & (> 0) is the learning coefficient

satisfying 3 o, &; — 0o and Y, &7 < 0o, }(x; A) (> 0) denotes the
derivative (with respect to the misclassification measure) of the smooth
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eo [2],, and pp . (@; A4) denotes the derivative (with respect

riminant func Lion) of the misclassification measure (see
U and pr; <0 (j # k). Properties of the updating

scussed 1n {2].

cemplar DM D implementation can be elucidated

scomposition (SVD) of ¥, which is given as

W, =U,8,7

(9)

U, and ¥V, are the orthonormal matrices of size d x d, and @,
is the d x d diagonal matrix whose diagonal elements {p,;}& ,, called
inpular values, are non-negative. The above equation says that W,
projects the input vector into each column vector of ¥, weights each
: cwith ¢, 5, and assigns each to its corresponding base vector
of ¥, 1l.e. the colurnm vector of U,. Note that U, is independent of the
decision in the case of the Buclidean distance measure f;.

2 that the projected components with larger singular values,
which contribute more to the class-membership evaluation, correspond
I(“ ant information ior recognition decision. DMD finds the
and the orthonormal base V', which are

yerimental |

R LR §

To evaluate DMD, we conducted a five-class, fixed-dimensional Japanese

¥ recognitlon experument in a speaker-independent mode.
racted from 520 isolated words spoken by 70 speak-
:maies) and digitized at a sampling rate of 12 kHz.
fragment of each vowel segment was selected using a 20 ms
o window and converted into a recognizer input pattern con-
sisting of 16 LPC cepstral coefficients without the 0-th coeflicient. Note
ithat each pam—zl n s(.;nple was a static cepstral vector.

{Ob
»
16

ers (:36 i

recognizer Toz careful execution, we computed averages and standard
a’rzs»:vuons of recognition errvor rates with five trials as follows;

Forn =110 5 {the n-th trial) {

speakers randomly for unknown sct le) (about 7500
» from the whole set §2 of 70 speakers;

be the remaining set of 20 speakers;

Select 10 speakers randomly for validation set 7(" m)
(about 1500 samples) from ,Qu

Let .Q ) he the remaining design set of 10 speakers
(about 1500 samples);
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(n,m).
d

)

Train the recognizer A™™ using 2
Compute the error rate Pe(g’m) of AP™™) for the validation
set 2™,

}

Select, the best recognizer AM™™) where ng,m*) = min,, ng’m);
Compute the error rate Pe(g) and P§3) of A™) for the design
set .an’m ) and the unknown set .QSL"), respectively;

}

Compute the averages and standard deviations of the error rates with
the five trials P,g = (1/5) 22:1 Pe(g) and

7 -
SD,.q = \/(1/5) 22:1 Pé;l) — P2, for the design set, and
)2

P = (1/5) 55, P& and 5D, = /(1/5) T5_, P

unknown set.

— P2, for the

For comparison purposes, we used four types of recognizers: 1) quadratic
discriminant-based DMD recognizers, 2} a Euclidean distance recognizer,
3) a Mahalanobis distance recognizer, and 4) multi-template (reference)
LVQ recognizers. Each LVQ system used the Euclidean distance for
its discriminant function. Note that LVQ system was trained using
MCE/GPD [4]. All of the parameters in the DMD-based recognizer were
initialized using the Euclidean distance or the Mahalanobis distance.
In both initialization schemes, each reference vector »; was the sample
mean vector of C,. As for the initial value of each transformation ma-
trix W, Wgo) was the identity matrix in the Euclidean distance-based
initialization; in the Mahalanobis distance-based initialization,

w® = rEl, (10)
1 1 1 1
I's = diag < > , (11)
Vs, d A/ Vs, d—1 V75,2 /s
E, = [es,d €s5,d—1 ... €52 €51 ]: (12)

where v, ; and e;; represent the i-th eigenvalue and 1its corresponding
eigenvector of the sample covariance matrix of C;, respectively.

Table 1 summarizes the averages of recognition error rates for these
three systems. For reference, the standard deviations of error rates are
also shown in Table 2. The DMD-based recognizer initialized by the
Euclidean distance achieved the highest recognition performance for un-
known patterns. Moreover, interestingly, the DMD-based system per-
formed much better over the unknown sets than did the LVQ system
with several templates, while the LVQ system performed best over the
design set. This result demonstrates that DMD contributes toward in-
creasing the robustness through a suitable design of the class-feature
space rather than an assignment of many templates in each class.
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Table 1: Averages of recognition error rates

design set | unknown set

DMD (init:Euclid) 2.86% T.60%
DMD (init:Mahalanobis) 3.27T% 8.09%
Euclidean distance 13.54% 13.37%
Mahalanobis distance 4.41% 8.63%
LVQ (1 template) 5.47% 8.05%
LVQ (8 templates) 1.613% 9.79%
LVQ (16 templates) 0.726% 10.74%

Table 2: Standard deviations of recognition error rates

design set | unknown set
DMD (init:Euclid) 0.766% 0.679%
DAMD (init:Mahalanobis) | 1.049% 0.353%
Euclidean distance 1.909% 0.741%
Mahalanobis distance 1.106% 0.775%
LVQ (1 template) 1.352% 0.250%
LVQ (8 templates) 0.634% 0.702%
LVQ (16 templates) 0.289% 0.586%
2
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Next we show how the values of weighting parameters {¢; ;} (i.e. the
singular values of W) were changed by the DMD. Figure 2 illustrates
the initial values and the values after the DMD training for the vowel
class /a/. The results were almost the same for the other vowel classes.
In the graph, the horizontal axis denotes the dimension index 7 and the
vertical axis stands for the weighting parameter value at each dimension.
Here the metrics of all discriminant functions were initialized by the
Euclidean distance.

This figure shows that DMD yields the large weighting values and the
small ones (and their corresponding rotated feature axes) after training.
DMD suggests that the axes with large weight values are related to the
relevant features for recognition decision whereas those with small weight
values correspond to the irrelevant features.

5 Relationships Between DMD and Other
Techniques

The DMD implementation for the quadratic discriminant function has
important implications for other recognizer design techniques.

Performing the well-known Principal Component Analysis (PCA) in
each class can be a simple solution for finding each metric. In PCA,
the eigenvectors associated with the large eigenvalues of the sample co-
variance matrix represent the intra-class statistical variation factors. To
reduce the influence of such variation factors on recognition decisions,
in other words, to normalize this type of variation, each weighting pa-
rameter ¢, ; is usually set to the value of the parameter that is inversely
proportional to the i-th eigenvalue; This leads to a commonly-used Ma-
halanobis distance classifier whose metric is specified as (10)-(12). This
PCA-based design, however, estimates the parameters of each class in-
dependently and does not consider the influence of different classes; this
does not necessarily reduce the recognition errors. This insufficiency has
been demonstrated in the experimental results above.

Recently, demonstrations have been made of continuous Gaussian
HMM speech recognizers based on MCE/GPD [5], which have achieved
highly accurate recognition results. In most of these applications, diag-
onal covariance matrices were used: the original GPD adjustment rule
was applicable only to this type of simple form matrix. In contrast, the
DMD adjustment rule enables the full adaptation of full covariance ma-
trices; this will improve the recognition performance compared to usual
mixture Gaussian HMMs with diagonal matrices which essentially cor-
respond to multi-template classifiers using a limited, simplified distance
measure.

It is obvious that the continuous HMM recognizer is a general ver-
sion of the RBF recognizer and the Likelihood Network recognizer [3].
Therefore, DMD also enables the full adjustment of these types of Neural
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Network-based systems.
The feature transformation considered in this paper can be viewed

as a feature extraction process. This point reminds us of the close rela-
tion between DMD and the DFE that jointly optimizes both the feature
extraction and classification processes for the purpose of minimum error
[1]. 1t is actually obvious that DFE can be considered to be a special case
of DMD. The difference between these two is that DFE uses a common
feature space over all of the classes while DMD designs an individual
feature space for each class.

DMD is also related to the Subspace Method in the sense that each
class possesses its own feature space [6]. Indeed, the subspace method
can also be formalized as a special implementation of DMD. For ex-
ample, the CLAFIC method [6], which designs each class subspace by
Karhunen-Loéve expansion, can be expressed through the linear class-
feature transformation operator 7, and the Fuclidean distance-based

membership measure f; (s = 1,2,..., K) as
_ o
y, = @, V.=, (13)
é, = diag( 11..1 0..0) (14)
d—p. elements
~"‘(«/vs = ['1’57(1 ’l’s,d—l ’17372 ,Us,l }, (15)
o= P, (16)

where p, denotes the dimensionality of the s-th class subspace and each
v, ; stands for the cigenvector of the sample correlation (not covariance)
matrix @Q,:

-1

sts,i = /\s,i'vs,z' (Z =1,2, <~~:d> (1 )
(/\s,l Z )‘3,2 Z Z AS,d)a (18>

and each class-reference vector »; is set to zero. Furthermore, the Learn-
ing Subspace Method (LSM) proposed by Kohonen [6], which improves
the discrimination power of CLAFIC by learning, can also be viewed as
a restricted form of DMD in the sense that only V', is adjusted while &
and 7, are fixed. Thus, our DMD comprehends the subspace method
and accordingly provides more flexible ways to design robust discrimi-
nant functions for accurate recognition since not only subspaces V' but
also weighting parameters @, {contributions to their corresponding fea-
ture axes) and class templates v can be adjusted for the minimume-error
purpose. Moreover, DMD has the potential to discover the dimensional-
ity of each class that is essential for recognition through the adjustment
of the weighting parameters {p,;}&, while LSM determines each di-
mensionality at the initialization phase and fixes 1t during the learning
phase.




6 Conclusion

This paper proposed a novel approach to pattern recognition, named
Discriminative Metric Design (DMD), which fully designs the metric of
each class discriminant function in a manner consistent with recognition
error minimization. The experimental results in a vowel recognition task
clearly demonstrated its high utility. Moreover, a comparison study of
the relationships between DMD and several other recognition methods
provided quite a useful basis for future theoretical analysis and a clear
perspective on feature representation. It is lastly worth noting that one
can easily apply the DMD formulation presented in this paper to dynamic
(variable-durational) patterns by using a state transition structure like

an HMM.
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Abstract z

A global optimization technique is introduced for statistical
classifier design to minimize the probability of classification error. ‘
The method, which is based on ideas from information theory and ‘
analogies to statistical physics, is inherently probabilistic. During i
the design phase, data are assigned to classes in probability, with
the probability distributions chosen to maximize entropy subject |
to a constraint on the expected classification error. This entropy ‘
maximization problem is seen to be equivalent to a free energy
minimization, motivating a deterministic annealing approach to
minimize the misclassification cost. Our method is applicable to
a variety of classifier structures, including nearest prototype, ra-
dial basis function, and multilayer perceptiron-based classifiers. 1
On standard benchmark examples, the method applied to near-
est prototype classifier design achieves performance improvements
over both the learning vector quantizer, as well as over multilayer i
perceptron classifiers designed by the standard back-propagation
algorithm. Remarkably substantial performance gains over learn- X
ing vector quantization arc achieved for complicated mixture ex-
amples where there is significant class overlap. :
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1 Introduction

In recent years, the tremendous growth in neural networks research has stim-
ulated renewed interest in statistical classification. Structures such as the
multilayer perceptron (MLP) have the capability of implementing complex
decision boundaries, and have been demonstrated to perform well in com-
parison with conventional classifiers, both for engineering applications such
as speech recognition [8], as well as in the context of scientific inquiry [14].
However, several researchers have observed that MLPs and other structures
trained to minimize the distance to output classification levels ({0,1} for
the two-class case) do not directly minimize the classification error rate. In-
stead, these networks approximate the Bayes-optimal discriminant function,
or equivalently the e posterior: probabilities that observations belong to a
given class, e.g. [13]. (Similar observations have been made for linear classi-
fiers [2]). Clearly, very large networks may be able, in principle, to accurately
implement the Bayes rule, and thus provide minimum classification error.
However, practical classifiers have restricted size to avoid high complexity
and overfitting of limited training data. Thus, in practice, approximating the
optimal discriminant function may result in significantly greater classification
error than alternative solutions.

Rather than choosing to approximate the discriminant function, a num-
ber of researchers have proposed alternative cost objectives and learning al-
gorithms which better match the goal of minimizing misclassification error
(or minizing risk, if errors are not weighed equally), e.g. [7],[4],[6],[11]. Typ-
ically, these methods descend on an energy surface, using either a batch or
a sequential optimization technique. While these approaches optimize MLPs
and other network models to effectively minimize classification error, a legit-
imate concern is the potential to fall into poor local minimum traps, which
often riddle the energy surface. In fact, the problem of local optima in neural
networks has been acknowledged in a number of papers, e.g. [14]. While
some smart heuristics have been employed for initializing parameters, typi-
cally one is forced to generate solutions based on a large number of random
Initializations, and then choose the best result.

We propose a new deterministic learning algorithm for statistical classi-
fier design with a demonstrated potential for avoiding local optima of the
cost. Several deterministic, annealing-based techniques have been proposed
for avoiding nonglobal optima in computer vision [18],[3], combinatorial op-
timization [1], and elsewhere. Our approach is derived based on ideas from
information theory and statistical physics, and builds on the framework of
the deterministic annealing (DA) approach to clustering and related prob-
lems [16][15][17]. DA’s probabilistic framework for clustering was derived by
applying the maximum entropy principle to determine the underlying dis-
tributions. In recent work [9], we have shown that the maximum entropy
approach unifies a larger class of optimization methods than was originally

59




conceived, and moreover. can be used to develop new, effective optimization

methods for a mumber of challenging problems in source coding and statistics
[ \ The maxinum entropy formulation 1= useful because it precisely charac-
rizes the annealing process i these methods as a g‘adu:xl lowm‘ing of both

the <*mropy and cost of the system with decreasing “temperature”, where the
temperature parameter is a Lagrange multiplier used to control the level of
average cost.

Here, this DA approach is extended to minimize the cost of misclassifica-
tion. We thus provide an approach for designing statistical classifiers based
on training data which avoids many local minima that trap other known
methods. In the next section, the method is derived and interpreted, and
then we present some simulation comparisons with classifiers designed using
conventional techniques. While in the sequel we assumie a nearest prototype
classifier structure for concreteness, we emphasize here that our approach 1s,

r,

in fact, generally applicable to optimize a variety of classification structures,
icluding MLPs. A more general derivation and results {or other structures

!
can be found in [10].

Let 7 — {{x.¢)} be a training set of NV labelled vectors, where x € R™ is a
feature veetor and ¢ € 7 1s 1is class label from an index set 7. A classifier
iz a mapping O R” — 7, which assigns a class label i 7 to each vector in
T A draining palr (x,¢) € 7 is misclassified if C'(x) # ¢. 'The performance

measure of the classifier is the prol)abili‘w of error, 1.c. the fraction of the

training set that it misclassifies. Our ultimate objective 1s to design a classifier
inimize this cost. In this paper, we restrict ' to be a nearest protolype
classifier, representable by a set of vectors {x;} C R™, where x4 is the kth

1o

yrototype associated with class j € 7. The elassifier maps a vector in R™ to

the class associated with the nearest prototype. defining a partition of R™ into

R = UG where Cip = {x € R7 d{x.x51) < d(x,%m) ¥i,m}.
s

(-, ) is the “distance measure” used for classification.

Due to the challenging nature of the classifier design problem, we adopt a
DA approach for its solution. Unlike simulated annealing, which implements

a seguence of stochastic “moves” on the cost surface, DA 1s a determinis-

tic learning algorithm that replaces stochastic operations with cxpectations
» the distribution. Accordingly, we cast the problem in a probabilistic
rework and consider a “random” classifier characterized by a probabilis-

signment of features to classes. We define the probability of association

belween a feature x and subreglon Cjp, Plx € (4], as well as the proba-

biliry of association with a class region, Pl € R;] = > Plx € (], As
3

our method will optimize over these probabilities in choosing the classificr

)
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the distributions must be consistent with the formation of a nearest proto-
type classification rule. This structural restriction may be enforced via a
well-chosen parametrization of the distribution. An appropriate choice is the
Gibbs distribution,

e—‘yd(x,x]k)
Ple € Gl = s =amez (1)
Im

which depends on the prototype vectors and on a scale parameter v which
controls the fuzziness of the distribution. As ¥ — o, the association proba-
bilities revert to hard classifications equivalent to application of the nearest
prototype rule. Note that this choice can be directly obtained using the
principle of maximum entropy, which provides strouger justification for the
resulting optimization method [10]. However, for conciseness we omit this
derivation.

In our approach, we simultaneously control the probability of error and
the randomness of the classifier. We start with a highly random classifier
with a high expected classification error rate and then gradually reduce both
the randomness and the expected probability of error. A natural measure
of randomness is Shannon’s entropy. In fact, Jaynes [5] showed that while
there may be infinitely many distributions which satisfy expected value con-
straints, the least biased distribution i1s that which maximizes entropy. For
the classification problem, the expected value of interest is the average classi-
fication error < P, >. Thus, the maximum entropy distribution {P[x € Cj;]}
associated with the classification problem is obtained by solving

1

max H = max {—— Plx e R;llog Plx € R; 2
e 1= max {-n 30 Y Plxe gllgPxe kY ()
(X,c)e?

subject to
1 .
<Pe>=— ) D PXER]pc, ).
(X,c)eT J
Here the cost of misclassification is p(c,j) = 1 if ¢ # j and 0 otherwise.

Effectively, entropy maximization over the distribution is achieved through
optimization over its parameter set. Solving this problem is equivalent to
solving the unconstrained minimization of the Lagrangian:

min L= min f<P.>—H, (3
{Xse}v {X5e by ) )

where 3 is the Lagrange multiplier used to enforce a constraint on < P. >.
For 3 = 0, the sole objective is entropy maximization, which is achieved by the
uniform distribution, choosing the prototype vectors to be non-distinct. For
f — oo, minimizing L is equivalent to minimizing the probability of error P,
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leading to a non-random (i.e. H — Q) classifier. This solution can be obtained
within our probabilistic framework by choosing all prototype vectors to be
distinet and sending 4 — oo. Thus, we observe that an annealing approach

is naturally obtained by minimizing the Lagrangian starting from 2 = 0 and
tracking the solution while increasing (4 towards infinity. In this way, we
obtain a sequence of solutions of decreasing entropy and cost, leading to a
“hard” classifier at the limit. The annealing process can avoid local optima
of the cost, and i1s motivated by the physical interpretation of the Lagrangian
as a Helmholtz free energy [9]. We can rewrite the Lagrangian explicitly as:

1 » .
b=t Y Y PkeRIBoled) HlogPxERD ()
(X,c)eT J

! 1
=t Y (ke Ry = - L

(X, )T (X, c)eT

Here, parentheses identify L.;, the contribution to the cost when the feature
x is assigned to class j, and L. the average contribution for this feature. The
necessary conditions for minimizing L at any [ are :

0L 2 od(x, x; )
0L _ B 5~ (- npxe e 2N g v )

()Xjk N (X.eT ax]-k
and 5 |
dL
s > D La(Plx € Rjlus — vgy) = 0. (6)
(X.c)eT J

Here v, is the average distance from x to a prototype, i.e. v, =3 3> P[x €

7k
C:

Jk]d(g, Xj1). and vg; 1s thg contribution to this average from the prototypes
of Ry, Le. vy = > Plx € Cpld(x, xj1).
2

These conditions can be interpreted, appropriately, within the context of
supervised learning. The condition for a prototype vector suggests moving it
away from (towards) vectors that it “owns” probabilistically through P[x &
(] and for which the cost L.; incurred by classifying to region R; is greater
than (less than) the average cost. The optimality condition for the scale
parameter v leads to a similar interpretation. Essentially, + is either increased
to solidify ownership of a point by a region if the cost 1s small, or is decreased
to weaken ownership of a point if the cost is large. The optimization at each 3
can be implemented by gradient descent or any other function minimization
technique. For f — co, H — 0 and < P, >— P,. At this limit, our method
terminates satisfying the necessary optimality conditions.
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3 Results

We have performed experimental comparisons of our nearest-prototype method
with the learning vector quantizer (LVQ) [7]. As an example, consider the
two-class data of Figure 4. Each class consists of a Gaussian mixture with
three components. We designed prototype-based classifiers with three pro-
totypes per class, using both the LVQ and DA optimization methods. LVQ
solutions were generated using the public domain LVQ-pak software, running
both an optimized LVQ (OLVQ) learning phase, as well as a fine-tuning phase
with 500,000 iterations. The learning parameter p was set to 0.03. Ten LVQ
solutions were generated based on random initialization and in all cases the
method was unable to discriminate the class 0 “minority” component in the
upper right of Figure 4a (which retains only 5 % of the training set mass).
Apparently, the initialization did not select a prototype from the class 0 mi-
nority component, and LVQ is unable to move class 0 prototypes through the
“wall” of class 1 data which separates them from this component. The best
LVQ solution, which is shown in Figure 4a, achieved P, = 7.7%. Increasing
the number of prototypes, we found that LVQ was only able to discriminate
the minority component when 21 prototypes per class were introduced, and
in this case the method achieved P, = 3.4%. The extremity of this sub-
optimality does suggest that the LVQ-pak initialization could be improved.
For example, if an imtialization of prototypes based on Isodata clustering
followed by allocation of prototypes to the majority class of the cluster were
used, much fewer than 42 prototypes (but greater than six) would suffice to
find good solutions. However, this example does demonstrate LVQ’s suscep-
tibility to finding poor solutions. In fact, we also performed gradient descent
on < P, > and found that poor solutions were obtained in this case as well ~
excepting omnisicient initialization in the vicinity of the optimal solution, the
best performance obtained for six prototypes was P, = 7.0%. It thus appears
that strict descent methods will fail on this example unless given an excel-
lent initialization. By contrast, the DA method using only five prototypes
achieved the solution shown in Figure 1b, with P, = 2.7%. Note that the DA
method is independent of the initialization, placing all prototypes together at
the global data centroid (marked by X) at 2 = 0 so as to maximize entropy.
(Such an initialization is in fact “fatal” for a strict descent-based approach,
as the associated learning rule will not permit a class 0 prototype to pass
through the “wall” of class 1 data.) Then, as 3 is increased, the prototypes
separate, reducing the entropy as well as < P, >. This example demonstrates
the ability of the method to avoid local optima, since the DA optimization
does succeed in moving a class 0 prototype from X directly through the class
1 data “wall” to correctly classify the minority class 0 component and achieve
what appears to be the optimal piece-wise linear result. (Here, two of the class
0 prototypes are non-distinct, so the solution effectively uses five prototypes.)

In addition to this example, we have tested our approach on the “syn-
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thetic” example from [14], as well as on some other complicated syntheti-
cally generated mixture examples. On the example from [14], our approach
achieved P, = 8.9% on the test set using eight prototypes and P, = 8.6%
using twelve prototypes, in comparison to LVQ's P. = 9.5% based on twelve
protolypes. For general reference, an MLP with six hidden units achieved
P, = 9.4%. For complicated mixture examples, with possibly twenty or more
overlapping mixture components and multiple classes, we have found our
method to consistently achieve substantial peformance gains over LVQ. As
an example, we generated training data for a four-class problem involving
twenty-four overlapping, non-isotropic mixture components in two dimen-
sions. We designed nearest prototype classifiers with 16 prototypes (four
per class) using both LVQ and DA. The best LVQ solution based on ten
randem initializations achieved P, = 31%. By contrast the single DA solu-
tion achieved £. = 23%. This comparison is typical of what we have seen
through extensive experimentation. Similar performance gains are achieved
for higher-dimensional data sets, but we have restriced these examples to two
dimensions for visual illustration. While for certain problems other structures
such as MLPs or RBI's may be inherently superior to the prototype-based
structure discussed here, our results demonstrate the potential of the opti-
mization technique. Moreover, as we describe in {10], our method achieves
similar performance gains in optimizing the RBF and MLP classifier struc-
tures.
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Figure 1: A two-class example, with a 3-component Gaussian mixture in each
class: a) The LVQ solution, using three prototypes per class, with P. = 7.7%.
b) The DA solution, using three prototypes per class, with P, = 2.7%. Note
that since the solution at 3 = 0 placed all prototypes at the global centroid
(X)), the DA optimization has allowed a prototype for class 0 to “pass through
a wall” of class 1 data in order to correctly classify the minority “0” mixture

component.
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SIMULTANEOUS DESIGN OF FEATURE
EXTRACTOR AND PATTERN CLASSIFIER USING
THE MINIMUM CLASSIFICATION ERROR
TRAINING ALGORITHM

K.K. Paliwal !, M. Bacchiani and Y. Sagisaka
ATR Interpreting Telecommunications Res. Labs.
2-2 Hikaridai, Seika-cho, Soraku-gun, Kyoto 619-02 Japan

ABSTRACT — Recently, a minimum classification error training algorithm
has been proposed for minimizing the misclassification probability based on a
given set of training samples using a generalized probabilistic descent method.
This algorithm i1s a type of disecriminative learning algorithm, but it ap-
proaches the objective of minimum classification error in a more direct manner
than the conventional discriminative training algorithms. We apply this al-
gorithm for simultaneous design of feature extractor and pattern classifier,
and demonstrate some of its properties and advantages.

1. INTRODUCTION

Juang and Katagiri [1] have recently proposed a minimum classification error
training algorithm which minimizes the misclassification probability based
on a given set of training samples using a generalized probabilistic descent
method. This algorithm is a type of discriminative learning algorithm, but
it approaches the objective of minimum classification error in a more direct
manner than the conventional discriminative training algorithms [2]. Because
of this, 1t has been used in a number of pattern classification applications
[3, 4, 5, 6, 7, 8]. For example, Chang et al. [3] and Komori and Katagiri
[4]} have used this algorithm for designing the pattern classifier for dynamic
time-warping based speech recognition, Chou et al. [5] and Rainton and
Sagayama [6] for hidden Markov model (HMM) based speech recognition,
Sukkar and Wilpon [7] for word spotting, and Liu et al. [8] for HMM-based
speaker recognition. More recently, the minimum classification error training
algorithm has been used for feature extraction [9, 10, 11, 12]. For example,
Biem and Katagiri have used it for determining the parameters of a cepstral
lifter [9] and a filter bank [10]. They have found that the resulting param-
eters of cepstral lifter and filter bank have a good physical interpretation.
Bacchiani and Aikawa [11] have used this algorithm for designing a dynamic
cepstral filter. Watanabe and Katagiri [12] have used a class-dependent uni-
tary transformation for feature extraction whose parameters are determined
by the minimum classification error training algorithm.

1Present Address: School of Microelectronic Engineering, Griffith University, Brisbane,
QLD 4111, Australia
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In the preseut paper. we use the minimum classification error (MCE) training
algorithm to design the feature extractor as well as the classifier. Consider a
canoulc pattern recognizer shown i Fig. 1. The atim of the pattern recognizer
This s done in two

s to classify an imput signal as one of the K classes.

a feature analysis step and a pattern classification step. In the feature

analvsis step, the input signal is analyzed and D parameters are measured.
The D-dimensional parameter vector N is processed by the feature extractor
which produces

al 1ts output a feature vector Y of dimensionality < 2. In

our study, we use a D x D linear transformation 1" for feature extraction: i.e.,
Y =TX. The transformation 1" is a gencral lincar II‘aIlS[Ol‘illHt]Oll' Lot is

net restricted. for example, to be unitary as done by Watanabe and Katagiri

[

pattern classification step. the feature vector is compared with each of the K

The feature vector ¥ is a D-dimensional vector in our study. 1n the

ass-inodels and a dissimilarity (or, distance) measure is computed [or each
clags. The class that gives the minimum distance is considered to be the
recognized class,

Class Models

ysis

Fealurs iy Paliern gig’sgmzed
Exlracior =
(T

Figure 10 A pattern recognition sysiem.

In ‘;’]we present paper. we study the minimun classification ervor training al-
ithm for the following configurations of feature extractor and classificr:

ration 1: It is a bascline configuration where transformation 7’
'Ml he Cl(‘m\ modcl, are determined by the mdxnmmrhke thood

[}

Here the transformation T is kept fixed to a unity

2:
class models are computed using the MCE training

matrix and the
algorithm,

o Comfiguration 3: Here the transformation T is computed by the MCT
training algorithin and the class models are kept fixed to the baseline
class models.

figuration 4: This configuration is similar to Configuration 3.

that transformation 7 is applied to the parameter vector as well
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as to the class models of the baseline configuration prior to distance
computation.

Configuration 5: Here both the transformation 7" and the class mod-
els are computed independently using the MCE training algorithm.

Configuration 6: This configuration is similar to Configuration 3,
except that the transformation T is made class-dependent; i.e., we now
have K different transformations, Ty, & = 1,2,..., K for K different
classes. We apply transformation Ty to parameter vector X before
computing its distance from the k-th class.

Configuration 7: This configuration is similar to Configuration 5,
except that the transformation T is made class-dependent (similar to
Configuration 6); i.e., we now have K different transformations, Ty,
k=1,2,..., K for K different classes.

Note that Configurations 2,3,4 and 5 use a class-independent transformation
as shown in Fig. 2; while Configurations 6 and 7 use a class-dependent
transformation as shown in Fig. 3.

Distance
Measure
™1 Cy
:IllllllllllIlllllllllllllllllll.lll.l‘. E E
Feature Analysis
i e Recognized
Signal : X Y| C2 M |Class
— F T
i+ i N
1 C [

Figure 2: A pattern recognition system with class-independent transforma-

tion.
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Figure 3: A pattern recognition system with class-dependent transformation.

2. MCE TRAINING ALGORITHM

In this section, we describe briefly the minimum classification error (MCE)
training algorithm. For more details, see [1]. The MCE algorithm is described
here only for Configuration 5. It can be extended to other configurations in
a straightforward manner.

In the pattern recognition system shown in Fig. [, the input parameter vector
X is transformed to a feature vector Y (= TX) and classified into class 7 if

Dy <Dy, forall j #14, (n

where 1; 1s the distance of feature vector Y from class i. In the present
paper, we use a simple Fuclidean distance measure to define this distance. Tt

is given by

11

D; |y —mtD)?
= | TX —m'D |2 (2)

()

where ' 1s the prototype vector representing the class 1.

Here. we are given a total of P labeled training vectors: i.e., we have P pa-
rameter vectors X0 X2 X(P) qvailable for training with correspond-
ing classification (1, C) ) known to us. Our aim here is to use
the MCE algorithm to estimate the transformation matrix 7" and class pro-
totype veetors m M i) ) using these labeled training vectors. The
procedure for doing this is described below.
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The distance of pth training vector from class ¢ is given by
Dz(p) = [|Y® —m® |
|| TX®) — () II?

9

D

D
ST =m0 ) 3)

s=1 \j=1

I

We use this distance to define the misclassification measure for the pth train-
ing vector as follows:

d®) = D(CI‘)()IJ) - DE\I;()»)» (4)
where Dg()p) is the distance of pth training vector from its known class C(?)
and the distance DS{;BP) is computed from the relation

DE\Z;()P) = argmin Dgp). (5)

i,i£C @)

The loss function L) for the pth training vector is then defined as the sigmoid
of the misclassification measure as follows:

e = f(d(P))

14+ e—ad(P) ’

where « is a parameter defining the slope of the sigmoid function.

The total loss function L is defined as

P
L=> 1. (7)
p=1

In the MCE algorithm, the transformation matrix and class prototype vectors
are obtained by minimizing this loss function through the steepest gradient
descent algorithm. This is an iterative algorithm where parameters at the
(k 4+ 1)th iteration are computed from the kth iteration results as follows:

aL
Tej(k+ 1) = Ty (k) = ngm, ®
8]
(») (= oL
m(sN )(k +1)= mﬁv (k) - UW’ )
ms
and
. r L
m{© )k + 1) = mE (k) = n— e 1o
omc")
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where 1) is a positive constant (known as the adaptation constant) and

| I
b

P
aL () P\ ip
_ (7) SNy (O (p}

a7, § FdP(1 = f(dPy) (m m~ A (11)

)[ NP
— oy =20 S A= gt (3T -]

Uinls p=1 j=1

and

(;] = —2(12]‘ dP)(1 — f(d Z[’]X —m! ) (13)

C))m =1

For the initialization of the MCE algorithm, the transformation matrix T
1s taken to be a unity matrix. The prototype vectors for different classes
are initialized by their maximum likelihood estimates (i.e., by their class-
conditioned means).

3. RESULTS

The MCE algorithm is studied here on a multispeaker vowel recognition task.
The Peterson-Barney vowel data base [13] is used for this purpose. Ilere
each vowel 1s represented in terms of 4 parameters: fundamental frequency
and frequencies of the first three formants. The data base consists of two
repetitions of 10 vowels in /hVd/ context recorded from 76 speakers (33
men. 28 women and 15 children). Fundamental and formant {requencies were
measured by Peterson and Barney from the central steadv-state portions of
the /hVd/ utterances. We use the first repetition for training and the sccond
for testing. We use the Euclidean distance measure for classification of the
4-dimensional parameter vector into one of the 10 classes. The model for
cach class is determined as the mean vector of the training patterns of that
class. In our implementation of the MCE training algorithm. we use the
steepest gradient descent algorithm with the adaptation parameter updated
every iteration using a fast-converging algorithm described by Lucke [14].

In order to study the convergence properties of this algorithm, we study it
for Configuration 5. Figure 4 shows the the loss function, recognition error
on training and test data as a function of iteration number. It can be seen
from this figure that the loss function is decreasing with number of iterations
and the algorithm is converging reasonably fast (within 500 iterations). Also,
recognition results on test data are similar to those on training, showing the
generalization property of the algorithm.
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The MCE algorithm is studied for all the seven configurations. The results
for different configurations are listed in Table 1. We list in column 2 of this
table the total number of free parameters used in the transformation and the
classifier. Column 3 of this table lists the number of parameters computed
by the MCE training algorithm. The numbers shown within square brackets
in columns 2 and 3 correspond to the vowel recognition task used in this
study, where K = 10 and D = 4. From this table, we can make the following
observations:

(@) Loss function

400 T T T T T
[/2]
& 200} 1
i}
0 1 1 i ] 1
0 500 1000 1500 2000 2500 3000
Iteration number
(b) Recognition error rate (in %) on training data
60 T T T T T
[o]
T 40 4
<} i
5 20r oyl
0 1 1 1 1 i
0 500 1000 1500 2000 2500 3000
lteration number
(c) Recognition error rate (in %) on test data
60 T T T T T
[+5]
©40 1
5
5 201 — .
O 1 1 1 L ]
0 500 1000 1500 2000 2500 3000

Iteration number

Figure 4: Results for Configuration 5 as a function of iteration number. (a)
Loss function, {b) Recognition error rate (in %) on training data, and {c)
Recognition error rate {in %) on test data.

1. The MCE training algorithm performs better than the ML algorithm
(compare Configuration 1 with Configuration 2).

2. The recognition performance of the pattern recognizer improves with an
increase in the total number of free parameters in the transformation
and the classifier.

3. For a given number of free parameters, the recognition performance
improves as the more number of parameters are updated by the MCE
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Table 1: Recognition error rate (in %) for different configurations of fea-
ture extractors and classifiers studied using the minimum classification error
(MCE) training algorithm.

Confi- Total no. of No. of parameters | Recognition error rate
guration | free parameters updated by MCE | Training Test
Conf. 1 KD [40] 0 [0] 48.29 48.16
Conf. 2 K D [40] KD [40] 34.47 36.18
Conf. 3 D* + KD [56] D? [16] 33.16 33.29
Conf. 4 | D?+ KD [56] D? [16] 13.95 16.32
Conf. 5 D* + KD [56] D? 4+ KD [56)] 9.87 11.45
Conf. 6 | K(D*+ D) [200] K D? [160] 9.47 12.37
Conf. 7 | A(D?*+ D) [200] | K(D?+ D) [200] 9.34 12.76

training algorithm (compare Configuration 3 with Configuration 5 or
Configuration 6 with Configuration 7).

. Observe Configurations 3 and 4. Both of these configurations have same

number of free parameters and same number of parameters are updated
by the MCE training algorithm. But, Configuration 4 gives significantly
better results than Configuration 3. This is because in Configuration 4
the transformation 7' is applied to the parameter vector X as well as
the class models prior to distance computation.

. Observe Configurations 5 and 7. Configuration 5 uses a class indepen-

dent transformation, while Configuration 7 uses class-dependent trans-
formations. Therefore, Configuration 7 shows better recognition per-
formance than Configuration 5 on training data, though the difference
in the recognition rates for the two configurations is small. However,
note that recognition performance of Configuration 7 on test data is
inferior to that of Configuration 5. This happens because the number
of parameters updated by the MCE algorithm are too large for the lim-
ited amount of data available for training and, hence, the results do not

generalize to test data properly.

4. SUMMARY

In this paper, we have studied the use of minimum classification error (MCE)
training algorithm for the design of the feature extractor and the pattern clas-
sifier. We have investigated a number of configurations of the feature extrac-
tor and the pattern classifier, and have demonstrated a number of properties
and advantages of the MCE training algorithm.
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1

Subspace Method (SM), especially its discriminative learning version
called Learning Subspace Method (L.SM), has been shown quite useful
in a wide range of pattern recognitions because of its computational sim-
plicity and robustness to statistical pattern variations [1, 2, 3]. However,
due to the lack of rigorous analysis from the viewpoint of the Bayes de-
cision theory, this valuable recognizer design method still leaves much

Discriminative Subspace Method
for Minimum Error Pattern
Recognition

Hideyuki WATANABE and Shigeru KATAGIRI

Tel.: +81-774-95-1383
Fax.: +81-774-95-1308

E-mail: watanabe@itl.atr.co.jp

Abstract

Subspace Method (SM) is one of fundamental frameworks for
pattern recognition. In particular, its discriminative learning ver-
sion, called Learning Subspace Method (LSM), has been shown
quite useful in various applications. However, this important de-
sign method leaves much room for further analysis due to the lack
of a link between LSM and the ultimate goal of pattern recogni-
tion, i.e. the minimum error situation. In this light, we investigate
in this paper SM from the viewpoint of the Minimum Classifica-
tion Error/Generalized Probabilistic Descent method (MCE/GPD).
Applying MCE/GPD to SM, we formalize a new discriminative
subspace method, called the Minimum Error Learning Subspace
method (MELS), which enables one to directly pursue the mini-
mum error recognition. This paper also provides a rigorous anal-
ysis of the MELS’s learning mechanism as well as a comparison
between the conventional LSM and MELS.

Introduction

room for further mathematical investigation.

In the meantime, the Minimum Classification Error/Generalized Prob-
abilistic Descent method (MCE/GPD) has provided new, general math-

0-7803-2739-X/95 $4.00 © 1995 IEEE
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ematical bases for designing pattern recognizers aimed at minimizing
recognition errors, or in other words, achieving the optimal minimum er-
ror situation [4]. Actually, it has been shown that the widely-used Learn-
ing Vector Quantization (LVQ) is a simple version of the MCE/GPD-
based distance classifier [3]. The analogy between LVQ and LSM natu-
rally suggests an analysis of LSM from the MCE/GPD viewpoint.

In this paper we investigate how the SM’s discriminative power can
be increased in the MCE/GPD framework. We also formalize a new dis-
criminative subspace method, named Minimum Error Learning Subspace
method (MFELS). This paper provides detailed analysis of the learning
nature of MELS and proves that this proposed method leads to at least
a locally optimal recognition situation. A comparison between the con-
ventional LSM and MELS is also discussed.

2 Conventional Subspace Methods

2.1  Pattern Recognition by Subspace Method

Ve consider the problem of classifying a d-dimensional input pattern
@ € R? into one of the K classes {C;} | using the following decision
rule:

Clz)=C; if i=argmaxg,(z), (1)

where gs(x), called the discriminant funciion, represents the degree to
which z belongs to €, and C(+) is a recognition operation. In the SM
framework, an individual class subspace in the d-dimensional pattern
space is designed for each class, and each input pattern @ is classified as
the class giving the maximum value of the orthogonal projection of .

That is to say, the discriminant function of the s-th class (s = 1,2,.., K)
is defined as

g0, = |Pusl?, @)

U, = [us,l Us 2 - Usp, ]> (3)

Usi = [Us,m Ug2i - Us di }T (7t =1,2,...,p), (4)

where || - || denotes the Euclidean norm, U; is the d x p, {ps < d) full-

rank base mairiz whose column vectors span the s-th class subspace V|
and the d x d matrix Py, is thé (orthogonal) projeciion mairiz onto V;
and is expressed as

py, =U, WU, U7, (5)

where the superscript 7 and ~' denote the transpose and the inverse,
respectively. Consequently, the discriminant function is rewritten as

9s(z; Uy =2 U (UTU ) U, (6)
and it turns out that the method of designing each class subspace {V, }2£ |,

or base matrix {U,}/,, determines the quality of recognition decision.
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2.2 A Brief Review of LSM

The most fundamental algorithm for designing subspaces is the CLAFIC
method, which designs each class subspace by using Karhunen-Loéve
expansion [1]. Since it designs each class subspace independently without
considering the influences of other competing classes, it is not necessarily
the case that the CLAFIC method can reduce the recognition errors
efficiently. To alleviate this inadequacy, the Learning Subspace Method
(LSM) was developed by Kobhonen [1]. In LSM, each subspace is trained
according to the recognition result of each design pattern so that the
projection onto its true class gets larger while that onto each different
competing class decreases.

Let us consider the subspace design problem using a labeled training
sample set 2 = {®,}. Suppose that an input pattern ®; is selected
randomly from §2 at the t-th iteration. In LSM, if x; belongs to the
k-th class, each orthonormalized base matrix U is adjusted according
to the following rule:

U:k(t) = (I+ ppee])URE™D  (the true class), (7)

[]’].(t) = (I- Wmtw?)Uj(t“l) (the competing class) (8)
(J = arg srgi)](c gs(mt;Ugt—l))) ,

v® = O,9TO (s=k,j), (9)

Ugt) -y, (i=1,2,...K;i#k,j), (10)

where I denotes the identity matrix, up and p; are the positive real
numbers called the learning coefficients, and the p, x p, matrix Tgt)
represents the orthonormalization operator for the column vectors of
Ijs(t). Detailed discussions of the properties of LSM are made in [1].

As mentioned in [1], the optimal {in the sense of minimum recog-
nition errors) values of puj and p; are very difficult to find. Actually,
LSM was vigorously investigated with regard to convergence properties.
However, its capability to attain the minimum error situation has not
yet been sufficiently analyzed. These values are thus usually specified
heuristically, e.g. by performing certain preliminary experiments. Ob-
viously, a mathematical method is needed to determine these learning
coefficients so that one can directly persue the minimum recognition
error probability by using the above formula.
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3 Discriminative Subspace Method for Min-
imum Error Recognition

3.1 Formalizaticn of MELS

The learning mechanism of MCE/GPD is based on gradient search opti-
mization. The correction vector at each iteration step can be derived by
differentiating the loss function in the recognizer parameters. Detailed
discussions on MCE/GPD are made in [4, 6].

The first step in the MELS formulation is to derive the first-order
derivative of each discriminant function. Its result is summarized in the
following theorem.

Theovem 1 The first-order derivative of g;(w; U, ) with respect 10 U,
18 given as
Vi, gs(2;U) = 2PF 2T U(UTU,), (11)
where the matriz differentiation is defined as V4 = (Vg ) (A = (a;y)),
and
Py =1-U,UTU,)'UT, (12)

which s an orthogonal projection operator onio the orthogonal comple-
ment of Vy = range U;.

Proof. See Appendix A. O

Next, by applying the MCE/GPD adjustment rule to the above
derivatives and operating the orthonormalization, an MCE/GPD-based
subspace design algorithm, i.e. the MELS method, is formulated as fol-
lows:

2

TELS method

The

At the t-th iteration, if a randomly-selected training pattern x; belongs
to the k-th class, then

ol U 6,V b (; ATD), (13)
ur = gUTO (s=12, . K), (14)

where
Ve ulms AYTY) = (@ AT ) pp (e AUV g (e UY),
(15)
\—[;:\("Q(@Z‘-;ng—lk)) punnsd 2_' L({ 1)T5TTU(Z_1) (16)

. K

0 = [Pl o] e R ESr o
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measure [4] (prr < 0, prs > 0 (s # k)), and each TV denotes the
()

. . . . ~.(1
orthonormalization matrix applied to U, .

If we take the Lo, norm in the misclassification measure (see [4]), the
MELS algorithm leads to its special form named MELS*:

The MELS* method

At the t-th iteration, if a randomly-selected training pattern z, belongs
to the k-th class, then

f]g) = <I+ 25,3!32(:1%;A(t_l))Pé“_l)wtth) Ugct_l), (18)
k
f]](t) = <I — 25t£;c($g;A(t_l))Pé(t—l)wt$$> U;t——l) (19)
o 77(-1)
<J = arg max gs(x; U )) ;
v = 01O (s=4k,j), (20)
v = Ul (=12, K;i#kj). (21)

It can be seen that this MELS* algorithm closely resembles Koho-
nen’s LSM. The difference in their forms is that MELS*, unlike LSM,
includes the projection matrix P(st.

3.2 Convergence Property of MELS

One may think it trivial that MELS can achieve the minimum recogni-
tion error situation in the same way as MCE/GPD because it is simply
derived by applying MCE/GPD to the SM framework. However, the
fact that MELS includes the orthonormalization operation, which was
not used in the original differentiation-based GPD adjustment, seems to
require a further investigation of the learning convergence.

We first introduce the following theorem.

Theorem 2 Assume that qus,j".Ek(wt;A(z_l))[ <oo(s=1,2,.,K;j=
1,2,...,d;t =1,2,..,ps ). Then, if the Gram-Schmidl orthonormalization
(GSO) is applied to the MELS parameter adjusiment, the parameter se-

quence (UM (1=1,2,..)} (s = 1,2, ..., K) obeys the following rule:

UM =0 — ¢,V by (ay; ATTD) + O(ed). (22)

Proof. See Appendix B. ]
With this theorem and the theorems described in [6], we next verify
that MELS can attain the minimum recognition error situation. Define
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the following vector which corresponds to A = [U; Uy ... Uk | one to
one:

K
A= (g ot gi o g ape )T € RU ez P, (23)
Accordingly, the rule (22) can be expressed in terms of A as
AW = 20D 0 v, (2 AT + O(ED). (24)

There exist a d(Zf;l ps )-dimensional vector d; (|{d:|| < oo) such that
MO = 2D g (Vo A0D) —eidy). (25)
For simplicity, we define
AXD = Vol (2 MDY — g4, (26)
Furthermore, it can be seen that the Hessian matrix exists,

Hi(w; ) = Vil(z;A), (27)
since each orthonormalized matrix U is full-rank. Then, we reach the
following theorem guaranteeing the MELS convergence:

Theovem 3 Make the following assumptions: for allt € {1,2,...},
al) [Vuwv‘ﬁk(mt;/ﬂt_l)ﬂ < o0
(s=1,2,  Kj=12 ..di=12, . ps),
02) < AAVNH (220D = 0,5, AANAAD >« o0,
where < -|- > denoles the inner product and 0 < 8, < 1.

Then, if an infinite sequence of random observations m, is presented for
training and the parameter adjustment rule of (13,14) is whilized with
a sequence &; that satisfies Z?;Et — o0 and Zfil £} < co, then the
parameler sequence {A(f);t =1,2,...} according to MELS converges with
probability one to a A™ which resulls in a local minimum of L(A) under
the orthonormality constraints, where L(A), called the expected loss, is
defined as the expectation of £y (m; A) over the whole paltern space X' and
approzimates (arbitrarily closely) the recognition error probability in the
casc of the smoothed 0-1 loss function (see [4, 6]).

Proof. Taking Taylor expansion,
Glea AY) = G AUTY) - el [Vali(ms AU
+e2 < d|Valp(z AEDY) > (28)
1, _ :
55 < AN H (2 2070 — 0,6, AXNHAND >

where the last term denotes the Lagrange’s remainder term. By the
Cauchy-Schwarz inequality,

| < dVali(@s ATY) > | <] (IVali(me AT ) < oo (29)

Then, the same proof as in [6] can be applied. |
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4 Conclusions

We have studied the discriminative learning nature of SM from the view-
point of minimizing recognition errors. Based on MCE/GPD, we have
also formalized a new discriminative SM algorithm called the Minimum
Error Learning Subspace method (MELS). MELS is a slightly different
version of the conventional LSM and has been proven to achieve the
minimum error situation. This result significantly increases the SM’s
applicability by providing the mathematical guarantee of training opti-
mality.

Appendix

A Proof of Theorem 1

First we show the following formulae related to matrix differentiation
without proofs: with proper-sized matrices C and X,

Vxtr(CX) = Vxtr(XC)=0CT, (30)

Vxtr(CXT) = vxtr(XTC)=cC, (31)

where tr denotes the trace operator; if a matrix C(t) is non-singular and
is parametrized by a scalar t,

14C(1)
dt

d .y _ .
SO =~ c(t)~L. (32)

The orthogonal projection defined in (6) can be rewritten as
g(z;U) = tr [U(UTU)"lUT:B:I:T] . (33)
Hearafter we omit the suffix s for simplicity. Then, using the above-

listed formulae, it can be easily shown that the derivative of g(z;U)
with respect to U is expressed as

Vug(x;U) = 2@eaTUUTU) '+ {Vv F(W)}yoy,  (34)
F(V) = tr(AY), (35)

A = (vIv) Y (36)

Y = U'zdTU. (37

Let v; ; be the (7, 7) entry of the matrix V' and a,, , be the (m, n) entry
of A. Considering that A is a function of V', the partial derivative of F
with respect to each entry v; ; is derived using a chain rule as

OF(V) & OF Oamn <6F T o4
8’()1',]‘ - Zzﬁamn 81)2'4' =t 6—; 81;2-,]- ' (38)




Thus, using above equations, the following equation can be derived:

|

I - \
_ — iy l'i/’(‘t/'f Ty 5 - / Li (H/rf—w—l
Jre s i Vv J
-r (7 | P ‘.—/T#/ —lI=, ‘/*f"/ 1]j /
= g [T ]
W TV

the above equation in a

is the (7,7) entry of V7.
an get

» and using the formulae

(42)

substituting the above equation into (34), we can get

voglerU) = L?:UTU(UTT) — 207 j ‘:ETU(UTU)_I
- QP#IZ?IIfTU(T.—? U>_], (43)

s of columnn vectors as

ac AT+ 00 (44)

dl
o
i

Ay z/ (L( (45)
= Pr (20 (=; /1)/)1:“&.(;3: ma? ) ug (

PR PO 7 r p £ : .
e getting into the proof, let us state the following lemma.

7 75 o laee ©F ¢ N e . 5 . 1 Ps
Tneach class O (s = 1,2, ., K), every base vector {ug ;}12,
- on Vi (o P
vogonal o every gradient vect {\ siln(@ AV,
if. It can be easily verified by (48). a

o

sroof of Theorem 2 (or (44)) follows the mathematical induction.
‘e the proof in Lhe case 1 = 1. Since the first base vector 2, 1

is

12lized by the GSO
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al) = w7V~ eV (e A07Y), (47)
~ (t)
o _ U1
u,; = - . (48)
&l
From (47) we can get
&1? = 1+ 2|V, 1 b (s ATV (49)

because of the orthonormality of U™ and Lemma 1. Therefore,

1 -1 1
=1- §5tM+ (1+eiM) 2 - (1— —53M> . (50)

1
18]l 2

where M = ||V, 14 (21; AC"D)]|2. Then, by (48) and (50), and because
of the boundedness of HVs’lKk(wt;A(t_l))[] u(t) becomes
~(t) 2, (1) = (1)

Uy = (Etz)+517s1 Uy (51)
F(€ )
o= (52)
1
-1 1
F(e?)y = (1+¢eiM) 2 (1 — ¢t M) (53)
Lemma 2 l2im 'yg? =
Et—*
Proof. Since limea_,q F(£2) = 0, and by de I’'Hospital’s theorem,
. . dF(2)/d(e2)
] (1) = t t
g T 0 d(e2)/d(eD)
. 1 PR S | _
= 51%1310(—5(1—}—@M) +§>M_O. |
Accordingly, considering Lemma 2, we can say that
ul) = ul T — eV, (@ ACD) + O(eD). (54)
Next, suppose that in each case 1 = 1,2, ..., j the following equation
holds:
ul) = ul'7) — eV, (e ATD) + O(D), (55)

and consider the case ¢ = j + 1. According to the GSO the (j + 1)-th

. ¢
normalized base vector ug 3-+1

()

Usi+1

I

(t)
Us j+1

1s derived from { (t)

as

T ~
( z Ol ) a,., 66)
(15)4_1
$,7
o (57)
ol Il
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Note that

(1 -1 t—1 '
ui;%_l = u;jJr} — &V irile(my; APTDY, (58)

From (55) and {58) we can get (i = 1,2,...,7)

NT
wl'l @l = 0 (59)

because of the orthonormality of Ugt—lj) and Lemma 1. Therefore, from
(56}, (58) and (59),

o)y =l — eV nbles AT 1O, (60)

and accordingly we can get
”I’EZ)J—lH? =14 ||Vejaile(ms AP+ 0] (61)

because of the orthonormality of U(t D and Lemma 1. ThCH, according
¥ s : <]
to the loglc analogous to the case ¢ = 1, we reach

u51;+1 = MET;_H - €t\75,]’+1€;€(mt; /1‘_(1%1)) + 0(5?) (62)

This completes the proof according to the mathematical induction.
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‘ A UNIFYING VIEW OF
STOCHASTIC APPROXIMATION,

KALMAN FILTER AND

BACKPROPAGATION

Enrico Capobianco*
University of Padua, Statistics Department

Abstract

In this paper the relationships between the Stochastic Approxima-
tion, the Kalman Filter and the Backpropagation algorithms are inves-
tigated. We show that when the Neural Network architecture at hand
can be formalized such that the approximation of the optimum for a
nonlinear objective function is the problem for which we seek a solu-
tion, then both Stochastic Approximation techniques and appropriate
Kalman Filters can be employed in order to reach the goal but the lat-
ter can also handle various structural characteristics of the stochastic
processes involved and suggest a more efficient two-step estimator.

1 Introduction

Recent developments of neural networks have required comparisons with sta-
tistical and control-systems approaches in order to verify the potential gains
from using neural nets for statistical parameter estimation, nonlinear dynamic
system modelling and identification, time series prediction, optimal and sub-
optimal filtering etc. Various algorithms have been proposed and tested on
a real or simulated basis and they showed interesting results. Other studies
have considered the opportunity of unifying the theoretical concepts behind
the construction of the practical algorithms; this paper belongs to this sec-
ond category and is devoted to synthesizing the most important learning pro-
cedure, i.e. the backpropagation algorithm, with stochastic approximation
techniques and Kalman Filter algorithms. The paper proceeds as follows.
Section 2 describes how the backpropagation algorithm is easily embedded in
the stochastic approximation framework. Section 3 introduces the extended

*This paper was prepared at Stanford University while the author was a visiting research
scholar with the PDP research group.

0-7803-2739-X/95 $4.00 © 1995 |EEE
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and 1terated versions of the Kalman Filter and shows the relationship existing
with the Gauss-Newton method. Section 4 points out the basic advantages
that can derive from working with a state space representation of the neural
network and introduces a two-step parameter estimation procedure. Section
5 is for the conclusions.

Following [8], suppose we have a nonlinear objective function f(.X;,8) where
JioRYx O — R, X;isakx1random input vector and 6 € © C RP
represents the vector of unknown parameters. We want to use this function
for forecasting the random variable g, and to do this we allow the following
single hidden layer feedforward network structure for f(X,,0):

f(j\:t , 0) = L/C/) + l,// + Z 7»//‘jF(f/7j> (lj

ji=1

where 7 = (1,2, 0 = (¢, ¢/, %), ¥ = (o, ), v = (71, %)
r e Noand F @ R — IR (a bounded and continuosly differentiable func-
tion). Consider that f(\3,8) is an approximation of the objective function
(XY = E{y: /X¢). In this nonlinear least square set-up we seek a solution §*
toming[E([y:— f(Ne,D)]?)], or equivalently to E(Ve [(Xy, )y — (N, 0)]) =
0, with ¥y representing the gradient £ x 1 vector calculated w.r.f. 8. A very
'*imiﬂ"wﬂ*"om"ard way to solve this problem is to employ the Robbins-Monro
{RAT) Stochastic Approximation algorithm, whose structure is given by:

f)f+1 = ét + 51\79]%1\7! ) 9)[% - f(Xt ) 0)} (2)

This recursion is that of a Stochastic Gradient method and thercfore general-
zes the Backpropagation (BP) algorithm [12] for neural network learning in
allowing for a time varving learning vate. In [8] some modifications to the RM
lzorithm are presented in order to speed up the convergence rate and thus
include a Gauss-Newton step at each updating stage obtaining a Modified

Robbins-Monro algorithm:

= 95 + 5z ]L‘+I1v9](\z s féz)['!,/i - f(Xz y {)z )} (3)
Lt = Lo+ 8 Vo f(X, 6V (X, 0,) = L] (4)

ere now = = ((vecl), 8"} is the new augmented parameter vector. As
a result of the above modification and other technical devices emploved In
order to avoid numerical problems and deal with the computational bur-

der invelved, the new algorithm and therefore the correspondent generalized

88



backpropagation scheme are able to perform with a better convergence rate
than the simple RM scheme also when moderate dependence is present in the
data. Of course the approximation to F(y;/X:) is only locally optimal, but
it’s nevertheless important to relax the usually retained “1.1.d.” assumption
about the stochastic process generating the data. Then, the final important
contribution given in [8] is that of showing the consistency and asymptotic
normality of the designed estimator, under appropriate conditions on the
learning rate (i.e. 6, = (¢t +1)71).

3 Extended and Iterated Kalman Filter algo-
rithms

Artificial Neural Networks can be conveniently cast in a state space represen-
tation. A general nonlinear state space model is given by-a system equation
zi41 = g1(21) + wy and a measurement equation y; = hy(z;) -+ v, where g;(.)
and h4(.) are nonlinear functions. Consider now a k-layered feedforward net-
work structure described as in [3}:

o L k—=Lk k-1, ok 5
i = y we o) T+ By (5)

where the input of the j** node in the k** layer is given by the sum of the
product of the connection weight w with the output and a hias parameter, and
& &
oj = F(if) (6)
where the output as a function of the input through F: R — R. Given the
standard BP procedure:

k—1k/, L k—Lk kg k=1 -

wy (1) =y (1) = bef(t)o] T (1) (M)

where 6 is the learning rate and € = (o;”»’ - y]}“)Fl(z]k) we can rewrite the
network in state space (and usually compact notation) form as:

Wz+1 — Wt + GET (8)

v =0 +m (9)

where 7; is the output error, G&; is equal to the correction term' of the
BP recursion (7), but with only & characterized by pure erratic behavior,
and where the signal in the measurement equation is actually O;(17;). As a
matter of fact in this framework the Extended Kalman Filter (EKF) and/or
the Iterated Kalman Filter (IKF) represent the master estimation scheme,

1The matrix G separates in a convenient way the deterministic components from the
purely random ones; see [3] for details.
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since standard approximations are introduced in order to derive a suboptimal
filter for the signal or to forecast the observed random variable. The general
nonlinear functions g¢(.) and hy(.), when sufficiently smooth, are expanded
in Taylor series about the conditional means &/, and #;/;_;, thus obtaining
gi(2) = gi(2epe) + Gil2r = T4p0) + ... and hy(@) = ha(Zyp0-1) + Hy(y —
Zyje-1)+. ... A formal way to operate with a more accurate algorithm is the
following one”; starting from the EKF algorithm:

et =37 + K(y—h(z7)) (10)
Pt =(-KH)P (11)
H=h'(z7) (12)
K =PH'(HPH' + R)~ (13)
and given @ = &7, we can obtain the Iterated Kalman Filter as follows:
Tipr =2+ Koy — i) — His(2 — &31)) (14)
Piyy1=({— K Hit) P (15)
Hi = kY (z4) (16)
Ky = Py H(Hi P H!, + R)™ (17)

Recently [2] have shown that the IKF algorithm is an application of the
Gauss-Newton (GN) method. It’s common in statistics and econometrics to
vork with estimators that aim at minimizing some sum-of-squares functions
like S(0) = Y, €7, where the vector ¢ represents a residual term from an es-
timated linear/nonlinear regression or time series model. The vector of first

derivatives, or Gradient, in this case is v(f) = 85(9) = ZZ €; and the

. gy 97S(80) 8¢, Dey 651 ‘
Hessian is given lby V() = Gioq =23 (5555 — saaeiciel- §e\’§1al schemes
are able of iteratively finding a solution to the initial minimization problem.

The most general one is the Newton-Raphson (NR) method, which is given by:

=0+ g~ e 18)

Since the term involving second derivatives is usually small when compared
to the first derivatives product term, the GN scheme approximates the above
iterative solution and presents a formula that is identical to NR, apart from
the termy with second derivatives. In [2] this last approximate scheme is

2 A different filter can be derived by including more terms in the Taylor series expansions,
thus obtaining second order Extended Kalman Filters or, when h:(z¢) can be linearized
about the updated conditional mean estimate &/, it should be possible to improve the

linearization and thus the final estimate of the state variable (see [1]).
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applied to the log-likelihood criterion function {(€) = 1(¢’Q~'¢) derived from
a state space model whose components are z = [y, 2], m(z) = [h(z), 2],
z ~ N(m(z),Q), with the 2 x 2 matrix Q having zero off-diagonal elements
and the variances R and P in the main diagonal. Given that in this case
S(8) =| ¢ |?= (¢Q '¢) and given the factorization B'B = Q~!, we have
¢(.) = B(z—m(z)) and thus %&2 = —Bm!(z); replacing this last term in the
GN formula, it is shown in [2] that, after some algebra, the same identical
updating equation employed by the IKF to estimate the state variable can be
obtained. Thus, by induction the iterates from the GN method correspond
to those from the IKF algorithm.

4 Some extensions and generalizations

Since we showed how to cast a neural network architecture in a state space
representation, we should try to exploit the properties of it. The most im-
portant fact is that from the Kalman Filter algorithm and its variants we
obtain, in a very elegant and immediate way, the likelihood function through
the well-known prediction error decomposition device [13]. The likelihood
function for the whole set of observations is obtained by the joint PDF, i.e.
L(y,0) = Y p(y:/Yi-1), considering Y;_1 the set of observations up to and
including y;-.1; since the innovation or prediction error computed by the filter
is py =yt — F(y:/Yi-1) and var(n,) = var(y;/Yi—1) = D;, when the obser-
vations are normally distributed the likelihood function can be expressed in
terms of the innovations. Therefore the likelihood function in prediction error
decomposition form 1is:

KN 1 1
_ ' y—1
lOgL = ———-—2 lOg27T — 5 t—E l 10g | Dg | '—5 t—E 1 T]tDt m (19)

considering a k x 1 7, vector and N observations®. For the case we study,

where a nonlinear model is the object of investigation and some approxima-
tions were used, the solution is of course suboptimal and close to the optimal
one according to the accuracy of the approximation involved. But there are
other aspects which deserve to be mentioned, like:

e the state space set-up can deal with data from stochastic processes
which are stationary or not and with parameters (those which build up
the functional form of the neural network, for instance) that are fixed
or time-varying

3Under Gaussianity the filter delivers an optimal Minimum Mean Squared solution for
the estimation problem; under hypotheses different from the Gaussian, the filter gives only
a Minimum Mean Square Linear solution and the values which are computed are Quasi
Maximum Likelihood estimates, less efficient but consistent (and therefore useful to start
a recursive procedure).
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zpart from the iypical markovian structure of the system equation which

characterizes an autoregressive dynamic evolution for the state variable
to be estimated, various other aspects can be considered by this model

oY

ntation: fixed and random exogenous eflects, switching reglimes,

¢ date, stochastic variance models, qualitative observations etc.

el
o the disturbance terms allow for the analvsis of real input data, usually

nolsy; when their distribution is not Gaussian various nonlinear filtering

are available (see [7], for instance)

techniques

g to the issue concerning the implementation of recursive schemes.
er what we have from K¥ running over the state space model: we obtain
thood function as given by (19) and we can calculate its derivatives

Ivtically or numerically. In this Jatter case through the same filter.

tence the i element of the Score vector is given by (see [3]):

0D
06;

. on, 1 - ,
O = Dyt = 52D ] (20)

. D—‘
7L( ()0{

the evaluation of the & x t matrices of derivalives %

; 2 . ; ;
vector of deriva d;‘ fort=1,...,pand { = 1, ...,
ives may e (:omputa nou”h p additional passes of the IxF
v a new run ol the filter with 8 = [6;.... .. O; + 6; 0000 0] we
o ) .. . E I :
chialn a new set of innovations 775 and variances D; ' and the numerical

roximations of the derivatives? are 55_1[7?22) — ] and 67 (D)) = Di].

the Berndt, Fall, Hall and Hausman (BHHH) algorithm which
ke approximasion of the Hessian by the well-known outer-product
¥ glogL dlog L - . R - : e W axr . .
R T Tt the most indicated cholce we have in orde:

mptotically, the efficiency of the initial GN or equiv-

» & according to the recursion:

(21)

ae’

1s a variable si

ized it a given dire cnon

er e showed that the Backpropagation formulea, the Stochastic

n

ration method and the Ixtended and Tterated Kalman Filter algo-

1

we underiined the fact that most

nave many common properties and

e derivatives can be used to compute the Information Mat {see [5]1).



of the powerful state space machinery for the neural network representation
has not been exploited. Then, from the inferential side it should be important
the possibility of employing two-step estimators that use likelihood informa-
tion (through its functionals involved) in order to reach better asymptotically
efficient final estimates.
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Abstract— A new unsupervised competitive learning rule is intro-
duced for topology-preserving map formation and vector quanti-
zation. The rule, called Maximum Entropy learning Rule (MER),
achieves a globally-ordered map by performing local weight up-
dates only. Hence, contrary to Kohounen’s self-organizing map algo-
rithm and its many variations, no neighborhood function is needed.
The rule yields an equiprobable quantization of a d-dimensional in-
put p.d.f. Simulations are performed to show that the dynamical-
and convergence properties of MER are essentially different from
those of Kohonen’s algorithm.

INTRODUCTION

One of the most striking features of the sensory cortex is the topographical
organization of its areas. As aresult of this organization, neighboring neurons
code for neighboring positions in sensory space. Models accounting for the
formation of these topology-preserving maps from shmple principles of self-
organization have been proposed by several authors [1-5]. Due to its inherent
simplicity, the Kohonen self-organizing map is the most successful model in
this series. It has enjoyed a wide range of applications (for partial overviews,
see [5,6]), and its computational capabilities [7] and dynarics are thoroughly
studied and understood, at least for the scalar case [6,8-11]. Furthermore, it
1s believed to offer a rather detailed physiological interpretation of topology-
preserving map formation in cortical sensory areas [12].

The aiim of Kohonen’s algorithin is to establish, in an unsupervised way, a
mapping from a higher d-dimensional space V of input signals onto an equal
or lower-dimensional discrete lattice 4 of N formal neurons. To each formal
neuron i € A corresponds a unique weight vector w; = [w;y, ..., w;q]. The
map assigns to each mput v = [v], ..., v4] € V a unique neuron in A and this
18 accomplished by searching for neuron ™ whose weight vector is closest to
the current input vector v:

Iwie = ol] < llws —oll, Vi€ A (1)
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To achieve a topology-preserving mapping, incremental weight adjustiments
are performed not only of the winning neuron but also of its neighboring
neurons, using a neighborhood function A:

Aw; = gA 5 ) (v —wy), Yie A (2)

The learning rate 9 is usually gmdually decreased over thme f to zero. The
neighborhood function A is 1 for i = ¢ and falls off with distance between
i and 7 in lattice coordinates. The range spanned by the nelgthIhood
function decreases over time until only the weight vector of the winner is
updated (Winner-Take-All, WTA), and the Kohonen rule is identical to the
standard unsupervised competitive learning rule (standard UCL).

There are a number of problems with the Kohonen algorithm, however.
Firstly, a too fast decrease of the range spanned by the neighborhood function
leads to topological defects such as kinks in the one-dimensional case and
twists in the two-dimensional case [11] which are difficult to iron out, if at
all. Secondly, due to this range, the error function which is minimized is
no longer (111ddldll( \mu\ c.g. in the one-dimensional case, the exponent

2 is replaced by v = L 4 -;—)—ILT with n the number of neighbor neurons

that are taken into account on each side of the winner [13]. Thirdly, Ritter
and Schulten [14] have shown that, also for the one-dimensional case, the
welght density is proportional to p%, with p the input probability density
function (p.d.f). An ideal map, ideal in terms of resource usage, would have
the weight density proportional to p (equiprobable map) and the Kohonen
algorithm is unable to achieve this.

In this article, a new unsupervised competitive learning rule is introduced
for topology-preserving map lormation. The aim is to achieve with this map
an equiprobable quantization of the input space. The rule does not require
a neighborhood function as does the Kohonen rule and its many variations.
Rather, it achicves a globally-ordered map by per forming local weight
updates onlv We will compare its dynamics —-wllich is completely different—
with that of the Kohonen algorithm. The physiological interpretation and
the complete formalization of the rule will be addressed elsewhere.

FQUIPROBABLE QUANTIZATION

Consider a lattice A of N formal neurons. The formal neurons quantize the
input space 1V into partition cells or quantization regions. In case of the Ko-
honen algorithim, the gquantization regions are defined by eq. (1) and thus are
always disjoint. In our case, gquantization regions are defined in a different
way and are not necessarily disjoint when the map is not globally ordered
{(tangleg 1) Assume that V oand 4 have the same dimensionality d and that
A comprises a regular d-dimensional grid with a rectangular topology. Since
the topology 1s rectangular, the grid consists of a number of d-dimensional
liypercubes (1n topological sense in teris of grid coordinates) and these hy-
percubes define the quantization regions. The hypercubes H, Iy, ..., H; in
Fig. 1B represent the guantization regions of the lattice portion shown in
Fig. 1A We also consider the “limaginary™ hypercubes (unbounded quanti-
zatlon reglons) adjacent to the outer border and vertices of A: the hypercube

«wy
()}



Ha, Hy, Hey Hy, Hy are constructed by extending the lattice towards infinity.
The links (full lines) separating the “real” hypercubes (bounded quantization
regions) that share a common vertex on the horder of A, are extended to-
wards infinity (stippled lines). In this way, every neuron j of A is a common
vertex to 4 adjacent hypercubes.

A B

: :
H, 0 oHe 1 Hoo

Figure I Definition of quantization region. (A) Portion of a lattice A with a
rectangular topology, represented in V space. The bold line shows the outer
border of the lattice. (B) The same portion of the lattice but with some of
the neurons and hypercubes labeled. Sec text.

Following our reasoning, every hiypercube defines a quantization region
and a neuron will be activated if the input v activates one of its 2¢ adjacent
d-dimensional hypercubes. We will assume that p(v) 1s a continuous p.d.f.
in this way, the boundaries of the hypercubus will have zero area and hence,
there will be a zero probability that a single v will activate two or more
adjacent hypercubes unless these hypercubes overlap.

Given that we have N neurons in the grid, we want that every neuron is
activated with the same probability ]ﬁ In other words, we want to estab-
lish an equiprobable gquantization of the (joint) input p.d.f. (In fact this is
an approximation since such a partitioning may not exist for a given mput
p.d.f)) This is achieved by performing iterated changes in the weight vectors
w; corresponding to the vertices of the active hypercubes. An equiprobable
quantization is then achieved when each neuron is updated, and thus ac-
tivated, with equal probability. Finally, since information-theoretic entropy
maximization and equiprobable quantization are equivalent, our rule is called
Maximum Entropy learning Rule (MER).

MAXIMUM ENTROPY LEARNING RULE

For the sake of exposition, consider again the 2-dimensional case (Fig. 1).
There are two ways to update the vertices of an active hypercube. Firstly,
we randomly sclect only one of them, say *. The weight vector of neuron *
is then updated as follows:

Aw,e = Sign(v — w;s ), (3)

with S7gn(.) the sign function. Secondly, a much faster method is to update
all the vertices of an active hypercube, scaled according to the number of
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vertices. Assume that the input sample v € H, (Fig. 2A). The weight vectors
of neurons j, k. [, m are updated as follows:

Aw;. = —7]—.5'17,(/71(0 —w; ), Vi e {4k, [,m}, (4)

ni.
with ny_ the number of vertices of H,, .e. 4. As a result of this, neurons
gk Lo will move with a fixed step size of T in both V-dimensions towards
v as shown in Fig. 2A (stippled lines). Stmilarly, in case v lies outside the
lattice 4, 2 neurons will be updated with step size L if v faces the border of
A (Fig. 2B) and | neuron with step size 7 if it faces one of the four corners
of A (Fig. 207).

A B ¢

5

2: Update of neuron weight vectors as a function of active hypercubes.
The full and stippled lines represent. the lattice before and after the update
{not to scale). The current input (black dot) activates hypercube H. inside
the lattice (A), or inaginary hypercubes H, (B) and H, (C) outside the
lattice. The construction of the imaginary hypercubes is explained in Fig. 1.

Figure

In order to formalize MER for the general d-dimensional case where we
update every vertex of an active hypercube, we define ;. (v), 7 = 1,...,Q,
as the code membership functions of the @ hiypercubes of A:

At H
Ly, (0) = ¢ 210 L o (5)
! 0 v H;.

We assume that p(v) is a continuous p.d.f. hence, the probability that v
falls on one of the links equals zero. Define S; as the set of 2¢ hypercubes
that have neuron ¢ as a common vertex. The d-dimensional MER rule then
becomes:

Aw; =7 Z Uy, (v)Sign(v —w;), Vie A (6)

JES;

Proposition 1: The average of eq. (6), with the average taken over the envi-
ronment V', performs (stochastic) gradient descent on the cost function:

N
E = Z Z g, (v) | v —wy | )

i=1j€S,
with | v — w; | denoting the (per letter) absolute value of v — w;.
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Proof: Following the definition of gradient descent, the weights are updated
so as to reduce the cost term introduced by the active hypercube:

Z Iy, (v)Sign(v — w;), Vi€ A, (8)
JES;
and the latter exactly corresponds to the right hand side of eq. (6). QED.

Due to the latter proposition, we have that eq. (7) is a Liapunov function.
Furthermore since E is radially unbounded, convergence will hold “in the
large”: when w;j; o0 => F —o0,i=1,... N, j=1,.,d

Proposition 2: In the one-dimensional case, MER is guaranteed to converge
on average to an equiprobable quantization.

Proof: Assume a l-dimensional grid with quantization intervals Hq, ..., Hy 41
separated by the weights wy,...,wy. Due to the existence of a Liapunov
function, we know that MER will converge on average. We have that:

<Aw; >y=0=< H;, — Hiyy >v=p(H;)+p(Hit1), 1=1,.,N, 9
at convergence. If we substitute backwards the His in the equations, then we
observe that the latter all equal the same value. Now since by definition we
have that neuron 7 is activated when either H; or H;4, or both are activated,
the probability that neuron i is activated is simply: p(?) = p(H;) + p(Hit1).
If we now substitute for the H;s, we obtain that: p(1) = ... = p(i) = ...p(N),
and thus an equiprobable quantization. QED.

We now show that the grid cannot be folded at convergence (kinks).

Proposition 3: In the one-dimensional case, MER is guaranteed to converge
on average to a l-dimensional grid without kinks.

Proof: Assume the inverse that a l-dimensional grid with at least one kink
is a stable solution. Assume that there is a kink at neuron ¢, hence, the
intervals H; and Hiy, overlap and are located at the same side of 1. This
means that neuron ¢ will only get weight updates in the direction of both
overlapping intervals, and never in the opposite direction. This means that
neuron 7 will keep on shifting until the overlap is removed. Hence, the kink
at neuron 7 is not a stable solution. QED.

Since kinks are the only topological defects of 1-dimensional grids, the lat-
ter two propositions also signify that MER converges to a unique equiprob-
able quantization with p(1) = ... = p(i) = .p(N) = &.

Finally, it is noted that MER in the one-dimensional case resembles our
previously introduced Boundary Adaptation Rule (BAR) [15,16,17]. How-
ever, there Is one crucial difference: BAR achieves an eqmprobable quanti-
zation in terms of the quantization regions and MER achieves this in terms
of the neurons themselves. Hence both rules are complementary.

CONVERGENCE- AND DYNAMICAL PROPERTIES

Up to now we have considered globally-ordered lattices to explain our rule.
What happens in case the lattice is tangled and V is quantized by possibly
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in other words, how does 1t come that by perform-
MIER s able to generate globally-ordered lattices
ird 0L 15 not? "This point s most easily explained graphically.

ates rml\‘

v the lattice of Fig. 3A: hypercube befw overlaps with hypercube
wence, the lattice is not locally ordered. Since neuron w s closest
to the inpul (black dot), 1t wins the competition. As a result, neuron w
es towards the inputl and the overlap between hypercubes abed and befw
Consider now the case of MER i Fig. 3B. The mput activates
abed, but not hypercube befw. As a result, neurons «, b, ¢, d move

netiron w and, in this way, the over Ln between

the nput, but no
o5 abed and befuw decreases. Helmx MER 1s

1y
Ly

)

able to untangle the

Untangling a locally-distorted lattice in case of standard UCL {A),
(13). Shown 1 a portion of the lattice (full lines) mih vertices
S The present input sample s indicated by the black dot. The

Hnes show the lattice after the weight vectors are updated.

properties that distinguish MBR from the Ko-
i MER, the magmiude of the weight update vectors
- Secondly, MER does not need a shrinking neighborhood func-
Lo (4(I leve ﬂ|r>h<1Hy—m'dmw—u lattices. In fact, purely Jocal weight updates
fee. This w 1H be shown in the next section. rl“hird]\@ MER allows several
mnmw regions to be activated at the same time. This will happen when
atlon reglons overlap and, thus, the lattice is tangled. Therefore,
- have unique winners during an increasing number of subsequent
cps, confidence grows that the lattice is completely untangled and thus
©ordered, nee, by monitoring the number of active quantization
< ver Lime step we can decide whe im* untangling phase has ended.

the aforementioned dynamical properties
Ilmw of Arzhm]x‘n s rule. We will consider

]\})UL S0 l = (z'l,' 3) are <I 10801 ,dm]o 11\ from a 2-
e pad. j)('l‘) within the square {( vp < 1,0 < vy < 1}.

vectors are else randomly drawn from this distribution.




compare them on an equal basis. First we will use a fixed but small learning
rate 1. For MER we take n = 0.00] and for the Kohonen rule 7 = 0.015
so that the variance on the weight vectors is of comparable magnitude at
convergence. (This is a compromise since slightly lower 7 values for the Ko-
honen rule lead to topological defects.) The following neighborhood function
is used for the Kohonen rule:
o (r; — 130 )? . t
A(, ", 8) = exp(—-—za-(;),z—), with o(t) = ggexp(—2a, —
where 7; and 7;+ represent the lattice coordinates of ¢ and * { the present
time step, fmer = 4,000,000 the maximum number of time steps, and g
the range spanned by the neighborhood function at t = 0; 69 = 5 . Due
to this neighborhood function, all neurons are updated at each time step,
albeit with a smaller value as time progresses. In case of MER, only 1, 2 or
4 neurons are updated per active hypercube, and several hypercubes may be
active at the same time.

), (10)

The simulation results are shown in Figs. 4 and 5. We observe that the
dynamical behavior of MER is completely different. The Kohonen rule first
leads to a contraction of the lattice due to the initially large range spanned
by the neighborhood function. The lattice rapidly untangles and becomes
fairly evenly distributed and then adapts in detail to the input p.d.f. In
case of MER, the lattice gradually adapts in detail to the input p.d.f. as it
becomes untangled. We do not observe a comparable initial contraction of
the lattice. Furthermore, we have that several hypercubes (i.e. quantization
regions) are activated at the same time and that this number decreases as
the lattice converges to a globally-ordered one (Fig. 6). Notice that for the
Kohonen rule, only a single quantization region wins the competition at each
time step.

The Kohonen rule definitely is faster, however if we compare the sum of
all weight update vector magnitudes performed in t,,.; titne steps, then the
picture 1s different: the sum equals 4181 for MER and 27555 for the Kohonen
rule. A fair comparison would be to shorten {,,,, for the Kohonen rule so
that it yields a weight update sum similar to MER’s (i.e. {4, = 275,000).
The results for the Kolionen rule are given in Fig. 7. However, we now
observe that the lattice is twisted. Hence, the range of the neighborhood
function is too rapidly decreased, given 7).

Finally, we will consider another type of input distribution. In the pre-
vious case the distribution was uniform within a square, hence, the type of
solution found by both learning rules is the same. We will use a radial distri-
bution of input samples v = (r,#) with » and 8 randomly and independently
chosen within the intervals [0,0.5) and [0,27). The resulting p.d.f. has a
radial distribution o % We will display the results for the converged lat-
tices (Fig. 8A,B) in terms of the average probabilities that the neurous are
updated over a period of 100,000 iterations. The average probabilities are
represented as gray scales: black denotes zero probability and white denotes
the maximum average probability found in both lattices (Fig. 8C,D). We
immediately observe that the Kohonen rule leads to a lattice which under-
samples the high probability region at the center (high update probability)
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and oversamples the low probability region away {rom the center (low up-
date probability) (Fig. 8(1), as expected. Since the input space is almost
uniforin gray for MER (Tig. 8D), we conclude that MER leads to an almost
equiprobable quantization.
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Pigure 4: Evolution of a 24 x 24 lattice with a rectangular topology as
a Tunction of tune in case of the Kohonen rule with {4,,.. = 4,000,000.

The outer squares outline the uniform input p.d.f. The values given below
the squares represent time. Notice that at convergence, the weight vectors
stabilize into a noisy state as a result of the vanished neighborhood function
and the fixed but small learning rate 7.
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Figure 3: Evolution in case of MER. Observe that the weight vectors stabilize
to a more faverable, more regular state (of. Fig. 4).
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DISCUSSION
We have mtroduced a new unsupervised competitive learning rule for
topology-preserving map formation and vector quantization. The rule, called

MER, yvields an equiprobable quantization of the input space. Its main fea-
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ture is that it is able to achieve a globally-ordered map by performing
local weight updates only. Contrary to the Kohonen rule, we do not
need a neighborhood function. Hence, MER is an even simpler rule than
Kohonen’s: 1) we only need to update locally, hence only local neural com-
munications are needed, and 2} only one parameter, the learning rate, has to
be chosen. The effect of the latter is much clearer understood than that of
the parameters needed in Kohonen’s rule to specify the neighborhood fune-
tion. Especially the choice of the rate at which the range of the neighborhood
function decreases is often a critical element for convergence [6,11].
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Figure 6: Number of active hypercubes (quantization regions) as a function
of time. Notice the initially large number of active hypercubes (up to 130!).

Figure 8: Radial input distribution. Converged lattices obtained with the
Kohonen rule (A) and MER (B). Graphical rendition of the corresponding
average update probabilities for the Kohonen rule (C) and MER (D).
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A Self-Organizing System for the Development of
Neural Network Parameter Estimators

M.T. Manry
Department of Electrical Engineering
University of Texas at Arlington
Arlington, Texas 76019

1. Introduction

The design an optimal neural network estimator from training data is
difficult because (1) the required complexity of the estimation network is unknown,
(2) existing training algorithms for multilayer perceptrons (MLPs) are inefficient,
in terms of training time and use of free parameters, (3) existing bounds on neural
network estimation error assume noiseless inputs and are not practical to calculate,
(4) there is no generally accepted procedure for finding the best subset of input
features to be used in optimal estimation, and (5) a method for automatically
developing optimal estimators from training data is not available.

In this paper, we describe a methodology for attacking these problems.
In section II, we describe three separate processing blocks which attempt to solve
problems (1), (2), and (3). In section III, these blocks are then assembled into
larger compound systems or blocks which attempt to solve the remaining
problems. Examples of multilayer perceptron (MLP) estimators, designed using
the proposed system, are given in section IV.

1. Algorithmic Building Blocks

Building block algorithms have been developed for (1) determining an
estimator’s required complexity or size from training data, (2) efficient training,
and (3) calculation of Cramer Rao lower bounds on estimation variance from
training data and a signal model. These blocks are discussed in the remainder of
this section.

A. Complexity Estimation

Several facts make complexity estimation possible and worthwhile; (1)
training of a nearest neighbor estimator (NNE) is almost an order of magnitude
faster than MLP training algorithms, (2) once trained, the MLP can be applied to
data one or more orders of magnitude faster than the NNE, (3) an MLP can
closely approximate the performance of a NNE if it can memorize the NNE’s

0-7803-2739-X/95 $4.00 © 1995 IEEE
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cluster vectors, and (4) a one-output MLP can memorize as many patterns as it has
free parameters [1] (its complexity). This result is a great improvement over the
much lower bounds, related to the number of hidden units, that are given in [2].

As a first step in the complexity estimation algorithm, we iteratively train
an NNE through clustering of the input vectors. These clusters, and their
associated outputs, constitute a reduced-size training set similar to that described
in [3]. In [3], however, the input vectors are required to be noiseless, useless
inputs are not rejected, and there is no theoretical relationship between number of
chosen patterns and MLP network size. Second, the required complexity of the
neural net to memorize the clusters is determined. As the number of clusters
increases, and the performance of the NNE improves, the predicted complexity of
the MLP, required to attain the error performance of the NNE, also increases.
Picking a suggested network configuration from complexity estimation is one or
more orders of magnitude faster than actually training multiple MLPs. Details of
our algorithm can be found in [4].

B. Efficient Training of Estimators
1. Motivation

Current MLP training algorithms, such as output weight optimization
(OWOQ) [5], conjugate gradient (CG) training [6], and backpropagation (BP) are
not capable of training the MLP up to its maximum potential in a reasonable
amount of time [1]. Consider a MLP with structure 8-36-1 (8 inputs, 36 hidden
units, and ] output), which is trained to memorize varying numbers of random
patterns, using BP, OWO, CG, and a method in which an 8-variable 3-rd degree
polynomial or Volterra filter is trained and then efficiently mapped to the
sigmoidal MLP. This
mapping procedure first 025
maps the Volterra filter to
a polynomial network in

0.24

which most of the units

have third degree L‘i
polynomial activations of  °'%7 w
the form a°x* + bex 3}

where x denotes the net 0.4 oo

function. Second, each
polynomial unit is
replaced by a single
sigmoidal unit, with some

0.054

Slgmold mappin
R Paynomia

=}

Changes to the WEightS of B I S S T e
course. This second step fmber of patterrs

is possible because the Figure 1. Training Error versus Number of
ratio S”(x)/S’"’(x), of the Patterns for Four Training Algorithms
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sigmoid’s second to third derivatives, is continuously variable between -o and
+ oo, In Fig. 1, the networks’ mean square training errors are plotted versus the
number of training patterns used. Here, OWO and CG perform better than BP but
lag far behind the mapping method, which leads to very parsimonious networks.
Clearly, existing training algorithms can be improved if they can be given the
capability of precisely adjusting S”’(x)/S’"’(x).

2. Training Algorithm

Motivated by the previous example, our basic training approach consists
of (1) training a polynomial-activation MLP via OWO [5], (2) converting it to a
sigmoidal-activation MLP, and then (3) training the sigmoidal-activation MLP via
OWO. The conversion to sigmoid activations is done because the sigmoid function
is bounded, sigmoid activations can mimic polynomial activations of degree much
higher than three, and the performance of the converted network is theoretically
as good as or better than that of the polynomial network. Consider the polynomial
activation function,

P(x) = a*x* + (1-a)*x> @

where x denotes the net function. We want to approximate a polynomial unit,
having activation P(x), by a sigmoid-activation sub-net having the activation

Px) =d +wx +w-Sc+w- x 2)

This sub-net is shown in Fig. 2.
Let m, and o,
respectively denote the mean
and standard deviation of the
net function x. Let y, and o,
respectively denote the mean
and the desired standard
deviation of the sigmoid’s net  Figure 2. Sigmoidal Equivalent to 3rd-Degree Unit
function y. The weight w; is
found from w; = o¢,/0,. Then
Yo = wim, +c. Equating P”’(x)/P’"’(x) to P,’(x)/P,””’(x) at x = m,, we get

@ gy 50 @)
1 -a Wl."S/// (yo)

We can solve for y, by the Newton Raphson method. Then ¢ can be obtained from
¢ = Yy, - wim,. The remaining weights and threshold are easily found.
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organizing estimator.
A. Signal Modelling

It is possible to find a statistical signal models from training data, given
that the mapping or estimator is injective and that the inputs and outputs have the
appropriate statistical variation [8]. A mapping is injective if only one input vector
maps to each possible output vector. Given the training patterns we want to find
the signal component model and noise pdf. We make the following assumptions.

(A1) The exact signal model is x, = s, + n,.

(A2) The elements 6,(k) of 6, are statistically independent.

(A3) The noise vector n has independent elements with a jointly Gaussian pdf.
(A4) An expression exists for s in terms of 8.

The signal model of (A1) can be rewritten as x, = §’, + n’, where s’
and n,’ denote approximations to s, and n, respectively. The calculation of s,” and
n,’ are described separately. Assume that the nth element of the approximate
model s’ is represented by

s, (n) = zLj a, Tk &)
k=1

where a,, denotes the coefficient of T, (k) in the approximation to s(n), and where
T,(k) is the kth basis function calculated from the desired pth output vector 6,.
T,(k) can represent a multinomial function of parameter vector # in a functional
link network, or a hidden unit output in a MLP. In practice, because of the
capabilities of the MLP for approximating derivatives [11,12], a neural network
would be the first choice for s;’. The error between x(n) and its model is
measured as
Nv
Em = 2 3 km - siomP

v=1

The model is determined from the noisy data by setting the partial derivative

OE,(n) _ 2 a() ,
da,, N, wk
W, )
E ()s(”)

equal to zero. Using the facts that
6s; (n)
da,,

the mean-square of the noise term e, is evaluated as

=Tk, Elnmnm] = a,8p-q)
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vhere Er(k) is the average energy of the kth basis function. Note that the mean-
square error goes to zero in the limit as the number of training vectors increases.

Given a model s for the signal component, we model the mean vector
and covariance matrices of the noise component as

1 ¢
/ /

m, = — X -8

n ]Vv o p P
N\t
/ 1 / Inga / INT
C;m = ﬁ E (xp - Sp - mn)(JCP - Sp - mn)
v p=l

Mext, a reasonable pdf for the parameter vector § is determined. We
determine an approximate Gaussian pdf for § by estimating its mean vector and
coveriance matrix from the desired outputs, §,, in the training data file. Since
equation (3) represents a MLP or Volterra filter, our Signal Modelling block uses
the complexity estimator and efficient training.

In theory, estimation performance improves as the size of the observation
vector X increases. In practice however, larger observation vectors are not
desirable because of (1) the longer training times required for the estimation
algorithm, (2) the increased time necessary to apply the estimator to data, (3)
instabilities or poor performance of the estimator because of linear dependence of
elements in the observation vector, and (4) increased expense required when more
observations are taken (extra weight of the sensors, extra money required for
development). Therefore, it is useful perform feature selection, which is the
process of finding useful subsets of the available observation vector x which lead
to good estimator performance.

A methodology for comparing inputs, in order to determine their
optimality relative to each other, is given in [7,8]. Feature selection requires three
blocks. These include the signal modelling and bound calculation blocks. In
addition we need a conventional subsetting block. The subsetting block will merely
add features to the subset which most reduce a weighted sum of the MAP bounds
on parameter estimation error variance. Features at the top of the list are the most
important ones.
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C. Self-Organizing Estimator

The Self-Organizing Estimator that we have developed requires three
blocks. These are feature selection to find a good feature subset, complexity
estimation to determine which size MLPs to use in signal modelling and in the
final estimator, and finally efficient training. The feature selection calculates the
Cramer-Rao MAP lower bounds on estimation error variance, which can be
summed to form a lower bound on the estimator’s training error. Our efficient
training algorithm halts when the training error approaches the bound.

IV. Examples

As a first example, we chose the task of inverting the surface scattering
parameters from an inhomogeneous o3

layer above a homogeneous half- 0311
space, where both interfaces are o
randomly rough. The parameters to be Zz:
inverted are the effective permittivity ;]

of the surface €, the normalized rms 0.26 1
height ko (upper surface ko;, lower oz
surface ko,), the normalized surface  °#| X/
correlation length kL (upper surface " | =~~~ = "”'&‘**W
kL,, lower surface kL,), where k is e 2 1 o espe 80 1a0
the wavenumber, the optical depth 7,
and single scattering albedo w of an
inhomogeneous irregular layer above
a homogeneous half space from backscattering measurements [13,14].

0.231

Figure 3. Training Results for Example 1.

Table 1. Bounds and Training MSE for Example 1.

Par. e ko, ko, kL, kL, T w

Bound 9.85x 8.52x 2.43 x 4.02 x 1.97 x 8.85x 6.24
103 10° 10! 10 102 10?3 x 107

MSE 1.125x | 8.7x 1.65 x 1.08 x 2.19x 2.48 x 8.01
107 10’ 10" 10 10?2 107 x 10°®

The training data for the MLP network contained 1768 patterns. The
inputs consisted of eight theoretical values of backscattering coefficient parameters
¢° at V and H polarizations and four incident angles (10°, 30°, 50°, 70°). The
outputs were the corresponding values of ¢, ka,, ko,, kL,, kL,, 7, and w, which
had a jointly uniform probability density. The self-organizing estimator (1) chose
a signal modeling MLP with the structure 7-24-12-8, (2) generated the seven

111




bounds on the estimation error variances shown in Table 1, (3) chose the MLP
structure 8-25-7 for the estimation MLP, and (4) had the training errors shown in
Fig. 3 and Table 1. In the figure, training errors are plotted for the new procedure
for g, = 1.0 and for a sigmoid network initialized with random initial weights.
The discontinuity in the new procedure’s error curve dissapears when o
approaches O, but fraining is difficult for that case. From the table, most of the
parameters’ training errors are slightly greater than the corresponding bounds, as
one would expect.
The second data set has 16 inputs and 3 outputs and represents the

training set for inversion of surface 15

permittivity g, the normalized surface ‘1
rms roughness ko, and the surface
correlation length kL found in 124 %
backscattering models from randomly
rough dielectric surfaces [15,16]. In
contrast to the first data set, no
volume scattering related parameters
are considered. The first eight of the
sixfeen inputs represent the simulated
backscattering coefficient measured at
10, 30, 50 and 70 degrees at both
ical and horizontal polarizations.

0 20 40 60 80 100
Heretion rumibar

Figure 4, Training Results for Example 2,

<t

T
o

o

The training data for the MLP network contained 10,000 patterns. The
self-organizing estimator (1) chose a signal modeling MLP with the structure 3-15-
{2) generated the three bounds on the estimation error variances shown in

errors shown in Fig. 4 and Table 2. In the figure, training errors are
ed for the new procedure for ¢, = 1.0 and for sigmoid networks initialized
andorn initial weights. The use of the polynomial network gave no initial
e for this data set, unlike in the first example. From the table, all of the
ters’ fraining errors are greater than the corresponding bounds, as one
id expect. Clearly, the MLP has problems estimating k.

ining MBSE for Example 2.

ko kL

™

5.77 = 107 6.53 x 10°

i
Bound ' 2.32 % 10°

4.34 x 108

4.68 x 107 7.34 x 10°
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V. Conclusions

In this paper, we have descibed a self-organizing sysiem for generating
parameter estimation networks. Given a set of training data, the system produces
a statistical signal model for the input patterns, finds bounds on the training error
for each desired output, determines a good network structure using a complexity
estimation algorithm, and trains the estimator. The system was demonstrated on
two remote sensing data sets. In both cases, most of the final estimation network’s
outputs had training errors greater than the corresponding bounds.

Much work remains before the system described here can be made widely
applicable. The theory behind the complexity estimation algorithm needs to be
fully developed. The efficient training procedure is not always better than other
available training approaches, and must be improved. The extension of the bounds
to the case where the desired mapping is non-injective will be necessary before the
system can be applied to prediction and control problems.
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Abstract

We studied a possible role of a simple neural network oscillator as
a neuronal classification unit of oscillatory signals. The neural oscilla-
tor, composed of two mutually inhibiting types of neuron with adaptive
property in one neuron, is fed by periodic inputs of varying amplitudes,
frequencies and phases. Using a performance measure defined in the
frequency domain, we showed that the neural oscillator was able to ac-
curately recognize the spatiotemporal content of the oscillatory input
without any information loss. The simulation results demonstrated that
such a neural oscillator may exhibit marked changes in its spatiotemporal
pattern (e.g., trajectories of neuronal activities) in response to changes in
the oscillatory input. Under a strong entrainment condition, the network
could differentiate small changes in the frequency of in-phase inputs by
displaying profound changes in both the waveforms and relative phases
of the neuronal activities. Similarly, changes in the phase relationship
of the oscillatory inputs are manifested as significant changes in the am-
plitude of neuronal activities. In this manner, the frequency, amplitude
and phase of the oscillatory inputs may be represented (and possibly
classified) in terms of the corresponding spatiotemporal pattern of the
neural oscillator. The results suggest a plausible mechanism for the clas-
sification of oscillatory signals in biological neurons without the need for
any quantitative measurements, and the feasibility of such a simple neu-
ral network architecture as a building block for oscillatory information
processing.

1 Introduction

Stroage, retrieval and recognition of spatiotemporal patterns in oscilla-
tory neural networks have been studied extensively under the Hebbian
learning scheme (Amit et al., 1990; Wang et al., 1990; Schomaker, 1992;

0-7803-2739-X/95 $4.00 © 1995 IEEE
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Poon, 1993; Matsugu & Yuille, 1994), the extentions of backpropagation
scheme (Williams & Zipser, 1989; Doya & Yoshizawa, 1989 ; Rowat &
Selverston, 1991; Toomarian & Barhen, 1992 ; Lin et al., 1992; Sun et
al., 1992; Simard & Le Cun, 1992), the variational scheme (Pearlmutter,
1989 Bersini et al., 1994; Sotelino et al., 1994), and generalized matched
filtering scheme (Hecht-Nielsen, 1991).

However, it is still largely unclear how biological systems effectlvely
process oscillatory signals, and how information encoded in the spa-
tiotemporal activities of neurons may be decoded in the brain.

It has been suggested that a periodically driven neural oscillator is
functionally equivalent to a heteroassociative memory in that the unique
spatiotemporal activity pattern induced by the periodic source represents
a form of information storage (Matsugu & Poon, 1993).

In this paper, we propose another useful function of neural network
oscillators: as a classifier of unknown periodic inputs (e.g., detecting fre-
quency, phase, and amplitude), a function that cannot be subserved by
conventional (non-oscillatory) neural networks. The emergent neurody-
namics in response to sinusoidal inputs revealed that the trajectory in
the state space of neuronal activities could serve as an indicator of spa-
tiotemporal information content (i.e., frequency, phase, and amplitude).
We propose a performance measure that approximately gives the infor-
mation loss during the classification process. The results demonstrate
the feasibility of a novel scheme for osc1llat01 y pattern recognition using
oscillatory neural networks.

2 The Network Model

A minimal network model of physiologically plausible rhythmogenesis
(Fig. 1) is composed of two mutually inhibiting neurons: [ and F, (Duf-
fin, 1991). A virtual interneuron F, which provides negative recurrent
feedback for the I neuron, accounts for the adaptation properties of the
I neuron which lead to its decrementing activity during a burst (Mat-
suoka, 1985). The inputs driving the I and E neurons originate from a
source D.

The feedback neuron F can simulate the adaptation effect in neuron /
without causing self-induced oscillations provided the following inequal-
ity is met (Matsuoka, 1985):

(Tr = T1,g)* > 4TrT1 ECF

where Tr is the time constant for neuron F (1.5 s), T; g is the time
constant for the / and E neurons (0.08 s) and Cr is the connection
strength from neuron F to neuron I

The equation describing the activity of any neuron ¢ in the model is
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(Duffin, 1991):

dx;
ﬂ—(ltf+$i=Ri+ZCijﬂ($j—Hj)+Si (1)
J

where z; is the current activity of the ith neuron; I; is its resting activity
(-10 for the [ and E neurons, 0 for neuron F); H; is its threshold (0 for
all neurons); C; is the strengtli of the connection from the jth to the ith
neuron; and g(z) is a nonlinear function (e.g., g(z) = max(0, z)) used to
model the activation thireshold for the model neurons.

For simplicity, the inputs to oscillator neurons I and E from driving
source D (denoted Sy and Spg, respectively) are assumed to be of the
form:

SI,E :A[,ESill(Qﬂ'f]vEt-’rqb[YE)+DC’1YE (2)
where DC is the steady component and A, f, ¢ are respectively the
amplitude, frequency and phase angle of the sinusoidal component of
the signal to the [ or F neurons (with corresponding subscripts).

Sinusoidal inputs to the I and E neurons are said to be in-phase or
anti-phase if f; = fr and ¢; — ¢p = 0 or 180 deg respectively {Cohen
et al., 1992; Cymbalyuk et al., 1994).

3 Classification of spatiotemporal contents

In order to gain some insight about the ability of the simple neuronal
classifier, we propose here a provisional measure of its discriminatory
power, given the data set of input and output (i.e., induced activities of
neurons) patterns.

To be specific and for practical reasons, we will measure the spa-
tiotemporal conteuts of total neuronal activities and oscillatory inputs
given by the state vectors Q;,, Qo respectively,

in,out yin,out inoul\T
Qin,oul = (bl wbz ,...,l)n ) R

where n = N+ M, and N is the nunber of component neurons (mutually
inhibitory neurons; N = 2 in a minimal model), A/ is the number of bins,
and bi", 52! denote frequency bins, for inputs and outputs respectively,
in the frequency domain partitioned from (m — 1)d to mé with m =
[(i = 1)/N]+ 1 ([z] designates taking the integer part of x),

mé
b;n,oul — / C;-Ijn,out(f)df7 (3)
(

m—1)8

where G;"'Ol't(f) represents the spectrum (e.g., amplitude, pliase spec-
trum, or else) of the input and output at the j th neuron (j = [(i —
1)/M] + 1), respectively.
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inout 3in.oul ; . .
(RN Loimen)T Csehich s, for

activity of neurons (i.c., mutually inhibitory neurons, I and E), approx-

We define a state vector,

imately unique to the spatiotemporal contents of the neural network.
Thus., with appropriate dimensionality A4, it can be used to measure the
volume of oscillatory patterns realized by the system. The performance
measure C (Matsugu & Poon, 1993) 1s then,

Vour
Vin
S J Qour dby..db
] j‘ Qindby...db,

¢, =

(4)

where Vi,,. Vo are the volume for input and output realizations re-
spectively, defined in the multidimensional hyperspace that specifies the
state vector Q.

It should be noted that each volume is measured only for stable oscil-
lation patterns. In practice, it is very difficult to perforin the integration
to obtain the estimate of volume. Instead, we approximate it by first
remapping cach state vector into a lattice space, which is simply given
by discretizing the original hyperspace in units of certain normalization
factor. L. That is. we divide cacli real valued component d; by L and
take a nearest integer value, which yields a lattice point. Thus in the lat-
tice space, state vectors (By.By..... B,,) are given by 13; = [b;/L]. where |
N ] denotes the nearest integer part of X. Obviously, the larger L comes
with less accurate estimate of the volume occupied by given realizations.

The nunber of remapped points in the state space gives a rough
measure of total different realizations in the system’s response. Thus
the performance measure. the ratio of input and output vohunes in the
state space of spectrum domain, is intended to give a loose measure of
discrimination power for the oscillatory neural system by comparing the
number of different points for input signals and output activities.

4 TResults

4.1  Emergent neurodynamics in a network oscillator

Using a sinusoidally varying driving source D (4; = 4p = 50) with
the drives to the [ and £ neurons in-phase (¢; — op = 0, f; = fg),

and DCp/DC = 0.8(DC; = 50), we examined the oscillation patterns
of the model at varying sinusoidal driving fi'cqucn(‘iw The patterns of
oscillation are displayed as lmit-cycle trajectories by plotting E neuron
activity versus / neuron activity in the phase plane (Fig. 2). For driving
frequencies from 0.15 to 2.0 Hz, cach neuron of the model was totally
(1:1) entrained to the driving frequency but the limit-cycle trajectories
exhibited a progressive transforination with drastic changes in character
as the driving frequency was varied (Fig. 2 (a)). At driving frequencies
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between 1.5 and 2.0 Hz (i.e., approximately 5 times the spontaneous
frequency) the limit-cycle trajectory was a simple loop with the major
and minor axes pointing in the horizontal and vertical directions, re-
spectively, indicating that the I and E neurons were nearly 90 deg out
of phase (i.e., somewhat between in-phase and anti-phase). Thus, in
the in-phase input configuration the I and E ncurons were entrained to
the periodic input with differing phase shifts. As the driving frequency
was decreased toward the spontaneous frequency, the limit-cycle trajec-
tory deformed continuously until, at a frequency of ~1.2 Hz, a cusp was
formed which gradually turned into a twist when the driving frequency
was decreased to 0.8 Hz (i.e., approximately 2 times the spontaneous
frequency).

At lower driving frequencies, the limit-cycle trajectory again de-
formed continually until at a frequency of ~0.43 Hz (i.e., near the spon-
taneous frequency) the twist disappeared and a simple loop returned.
As shown in Fig. 2 (a) at f < 0.5 Hz the major axis of the loop was
tilting to the left indicating that the oscillations of the I and E neurons
were anti-phase, unlike the in-phase input. As the driving frequency was
decreased still further, a cusp re-appeared at ~0.33 Hz and was fully de-
veloped as the driving frequency fell below the spontancous frequency.
The amplitude of the entrained oscillation remained relatively stable at
low driving frequencies. However, at driving frequencies above ~1.0 Hz
the amplitude decreased progressively with increasing drive frequency.

For stronger periodic inputs, the entrained rhythm was less suscep-
tible to magnitude attenuation and/or harmonic and phase distortions
(phase angle between I and F neuron activity < 180 deg) when the inputs
were anti-phase than when they were in-phase.

Using the same sinusoidally varying driving source D except that the
inputs to the I and E neurons were anti-phase (¢; — ¢p = 180 deg),
we examined the oscillation patterns of the model at varying sinusoidal
driving frequencies. Over the same range of driving frequencies {0.15
to 2.0 Hz) the amplitude of the entrained oscillation was significantly
greater than that resulting from the in-phase mputs.

The maximum response occurred at a driving frequency of ~0.6 Hz
and the response decreased rapidly with increasing departure of the driv-
ing frequency from the optimal frequency. At all driving frequencies
the limit-cycle trajectory remained relatively stable without appreciable
changes in character (i.e., appearance of twists and cusps and changes
in phase angles between the I and E neuron activities) as observed for
the in-phase inputs (Fig. 2 (b)).

4.2 Estimation of performance measure

The proposed perfomance measure for decoding of oscillatory signals
(eq. 4) is dependent on the dimensionality of the hyperspace which is
determined by the lattice size and the width of the partitioned frequency
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range.

To investigate the effect of the dimensionality on the resulting esti-
mate, we caleultated the performance measure using varying values of
L and 4. A limited frequency range (from 0.15 to 2.0 Hz) of in-phase
mputs with sufficient amplitude was used to ensure 1:1 entraliunent of

the oscillator output.

Figure 3 shows the performance measure estimated from the ampli-
tude spectra for varying lattice sizes, L, (0: 0.2 Hz, unbroken line; 0.4
Hz. broken line). It indicates an asymptotic performance measure of
approximately one. Two points should be noted. First. the information
content of the input signal is reflected in the output spatiotemporal pat-
tern. Second. the perforimance measure is not critically dependent on &
or the lattice size used in the simulation.

However, it was found that if the amplitude of the mput signal is
less than a certain level, qualitatively different behaviors emerge: the
network neurons oscillate with an intermediate frequency between the
input frequency and the intrinsic frequency. If the input amplitude or
coupling strengths to the inputs are too small compared with the intrinsic
oscillation (1.e.. spontancous oscillation under DC mputs), the frequency
contents of the resulting oscillation would be very similar to the intrinsic
ones. In this case. regardless of any changes i the input, the output will
remain close to the intrinsic oscillation and the performance measure as
defined in Section 3 will be quite different from that resulting from the
system with strong inputs.

Obviously for the latter case, the estimated preformance measure will
be far less than unity.

5 Discussion

The primary purpose of this study was to explore the possibility of us-
ing a sunple neural network oscillator to recognize and classify periodic
signals. Despite the simplicity of the network architecture, the resulting
performance measure (Fig. 3) approached unity for small lattice size
suggesting the possibility of classifving oscillatory patterns without sig-
it information loss even with a simple oscillatory neural network.

nifica

The present study suggests a novel scheme of classifying oscillatory
signals that might be employed i1 biological neural networks and may
also be useful for similar signal processing tasks with artificial neural
networks.

Our results showed that anti-phase inputs generally resulted in stronger
and more stable outputs than in-phase inputs with similar driving con-
ditions. This behavior can be intuitively deduced by considering that
the agonist-antagonist pattern of anti-phase inputs is inerinsically more
compatible with network oscillation in reciprocally inhibiting neurons,
and 1s suggested by the fact that the critical amplitude for entrainment
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is lower for anti-phase inputs than for in-phase inputs (Matsugu, Duffin,
and Poon, 1995).

The entrained oscillations induced by periodic inputs with varying
information contents (i.e., frequencies and phase relationships) exhibited
a wide varicty of emergent neural activities (Fig. 2). characterized by
dramatic deformations of output trajectories resulting in marked changes
in the frequency contents of the output.

In the present neural oscillator model, the region of highest sensitivity
(where profound changes in the trajectory occur) is centered around 1.0
Hz for oscillatory in-phase inputs (i.e., a frequency range from 0.7 Hz
to 1.2 Hz). By appropriate scaling of the network time constants and
connectivities, one may move this active region to anywhere within the
spatiotemporal hyperspace.

It is interesting to note that the amplitude of the entrained oscillation
may serve as an indicator of the input frequency as well as the phase
relationship of the oscillatory input to individual neurons.

Similarly, the presently demonstrated complex modulations of the
entrained oscillation waveform by varying frequency contents of the in-
put may be useful for certain oscillatory information coding/decoding
tasks. Such dynamic transformation of changes in oscillatory pattern of
the input into changes in output trajectorics may suggest another po-
tential use of the oscillatory unit in the generation of complex motor
patterns in locomotory or kinematic systems, in contrast to previous
work (Ermentrout & Koppel, 1994) which focused on obtaining a fixed
desired phase difference.

It 1s also temipting to combine the present oscillatory unit with a neu-
ral system that could classify distinct trajectory patterns (Sotelino et al.,
1994; Sun et al., 1992; Hecht-Nielsen, 1991) so that the composite sys-
tem would recognize the temporal information content of the oscillatory
inputs. Another way of constructing a similar system is to use a group
of such oscillatory units, cach being tuned to differing frequency regions
of interest (where trajectories deform maximally in response to changes
in input frequencies or phases) in the spatiotemporal hyperspace so that
the population dynamics of the unit oscillators would encode certain
features of the temporal input patterns, somewhat like those in popu-
lation coding schemes in the motor cortex (see for example, Lukashin
& Georgopoulos, 1994; Sanger, 1994). In this regard, the present study
suggests that a wide spectrum of trajectories may be realized by a small
number of neuronal groups which are excited by inputs with differing
spatiotemporal patterns.

A possible future direction of oscillatory pattern classification based
upon such neurodynamics properties is to explore the abrupt transition
between distinct entrainment conditions (i.e., from n : m to n’ : m’
phase-locking mode) in response to changes in the input. The idea is
to construct a system composed of neuronal oscillators like the one in
Fig. 1, but having different resonance structures (e.g., different structure
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of Arnold tongues) where each phase-locking zone would correspond to
different iput categories.
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Fi g. 3 The estimated performance measure of the model network under
in-phase inputs with entrainment condition. With decreasing
lattice size (see section 4.2), the measure approaches to a unit
value. The result suggests that the network could recognize the
oscillatory signals without critical information loss.
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Abstract — The concept of classification using principal features is
presented. The principal features defined in this paper are analo-
gous to principal components in statistics and linear algebra. Neu-
ral network training can be done by sequential identification of prin-
cipal features and corresponding pruning of the training data. Two
neural network simplification algorithms, lossless and lossy simpli-
fications, make the the classifier design more efficient. The design
procedure is compared with other classifier design algorithms.

1 INTRODUCTION

Principal Feature Classification 1s based on a sequential procedure for find-
ing principal features. This is analogous to a method for sequentially finding
principal-component basis vectors. One can first find the principal-component
vector which provides the best single vector for use in least-squares approx-
imation of the set of training vectors. Then one removes the contribution
of this principal component from each training vector to force a modified
(“pruned”) set of training data. The procedure is then repeated to obtain
the second-best principal component and so on, from the sequentially pruned
training data.

Successive determination of principal features and the associated, succes-
sive pruning of the training data are naturally different than the analogous
steps for principal components because the criterion, namely improvement in
classification performance, is different.

In each stage, motivated by a multiple-Gaussian-component model for
the probability density of a vector observation from any class, linear and
nonlinear discriminant analysis is applied to find current principal features.
The training vectors which are sufficiently well classified using these features
are pruned. In the next stage, the design again applies linear and nonlinear
discriminant analysis to the residual, unclassified training data set to find
new features until the training vectors are classified at the target level of
performance, which is chosen to permit good generalization to the test data.

0-7803-2739-X/95 $4.00 © 1995 [EEE
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Example 1. We use the two classes of data in Figure 1 (a) to show
the procedure of finding principal features. The design starts by first finding
two hyperplanes in the input space associated with the first principal feature
and the first hidden node. Fisher’s method is used to find a weight vector
as the first principal features with all the training data in the input space
[6. 1]. The hyperplanes in perpendicular to the vector are show in Figure 1
(a). Then, the classified data are pruned off and only the unclassified data
in between of the two hyperplanes are used to train the second hidden node.
The residual data set from Figure 1 (a) is shown in Figure 1 (b). Since the
mean vectors of the two classes are very close now, Fisher’s method does not
give the best principal features. In the second hidden node design, we use
a principal component analysis [4] to find the second principal features and
associated two hyperplanes. The network structure and associated training
algorithm is summarized in the Section 2.

For this classification problem, the Backpropagation (BP) training method
takes hundreds of seconds to hours, and one still does not get satisfactory
classification. The Radial Basis Network (RBF) can converge to an acceptable
performance in 35 seconds, but it needs 56 nodes. On the same problem, a
design based on the principal feature classification only takes 0.2 seconds and
necds only two hidden nodes with a better performance than both BP and
RBT.
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Fig. 1 (a). The original data and the hyperplanes of the first hidden node
(Fisher’s node). (b). The residual data set and the hyperplanes of the second

hidden node (Principal Component Discriminant node). (c). The partitioned

input space by two hidden nodes and four thresholds designed by the Principal

Feature Classification.

2 PRINCIPAL-FEATURE NETWORKS

Principal Feature Networks (PFN) are a class of neural networks based on the
principal feature concept. An implementation of the PFN is shown in Figure
2. 1t was called a Discriminani Neural Network (DNN) in [1]-[4]. Similar
name is also used for other methods [18]. So we have now changed the name
from DNN to PFN to be more specific and to concentrate on the new design
principles.

The hidden nodes are the building blocks of PFN. The single hidden node
design algorithm is motivated by multiple-multivariate-Gaussian component
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DNN output

Binary word of
hidden nodes

Fig. 2. An implementation for Principal Feature Networks (PFN).

classification [19]. Two kinds of practical hidden nodes, a Fisher’s Node,
for training classes with separable mean vectors, and a Principal Component
Discriminant Node, for training classes with common mean vectors, are used
to separate classes. They are designed for non-Gaussian and not linearly
separable cases [4].

When components of twe training data populations Class 1 and Class 2
are described as having multivariate Gaussian distributions with sample mean
vectors and covariance matrices pq, 2y and ps, X9 respectively, the minimum-
cost classification rule is given by:

Classl : L(x) > 6; Class2 : L(x) < 6; (1)

where x is an observed data vector or feature vector of N components and 8
is a threshold determined by the cost ratio, the prior probability ratio, and
the determinants of the covariance matrices, and

L(x) = x(Z7'-37Hx -2 =7 — b2 hx

I

N
S OARW|? - 2Woex, (2)

i=1

where Wy = ({27t —ptE5") and for i > 0, A; and W; are the #'th eigenvalue
and eigenvector for matrix X7 — 271, Formula (2) is implemented as a
Gaussian Discriminant Node in Figure 3(a).

The purpose of such a node i1s to provide a feature which permits an
approximately or locally Gaussian component of a class to be separated from
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other classes. It is not necessary at any stage to separate the whole class, but
simply to isolate the next separable component of the class.

When the covariance matrices in (2) are the same, the first, quadratic
term is zero, and it computes Fisher’s linear discriminant. The general node
becomes a Fisher’s node as in Figure 3(b). When the second term can be
ignored, the above formulas only have the first quadratic term. If we only use
the first eigenvalue, the Gaussian node becomes a quadratic node as shown in
Figure 3{c). The thresholded squaring function can be further approximated
by two thresholds as in Figure 3(d).

Fig. 3. (a) A single Gaussian discriminant node. (b) A Fisher’s node. (c) A

guadratic node. {d) An approximation of the quadratic node.

To design a Fisher’s node, we can use Fisher’s linear discriminant analysis
[1. 6]. To design a quadratic node directly for non-Gaussian data, we use the
following criterion for an alternate discriminant: We choose a weight vector
W to maximize a discriminant signal-to-noise ratio J.

. E{(JYIW)t(l\VIW)} - WtEﬂ/V
COB{(Nw)H(Xow) ) wisw
where A7 1s a matrix of row vectors of training data from class I. X, is
the matrix of training data from all classes except X;. The class [ is the
class which has the largest eigenvalue among the eigenvalues calculated from
the data matrices of each class respectively. %; and X, are the estimated

(3)
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covariance matrices and w is the weight vector [4]. The sequential hidden
node design and data pruning procedure has been introduced in Section 1.
See [1] - [4] for the details.

Generally speaking, other single-node (perceptron) training algorithms
can also be applied in PEFN training. We prefer the above algorithms moti-
vated from multivariate statistical analysis because they can solve large ap-
plication problems much faster than gradient-descent or iterative algorithms
without worrying about local-minimum in a signal-node training.

3 HIDDEN NODE SIMPLIFICATION

We present two kinds of simplification algorithms for different applications,
Lossless Simplification for minimal implementation and Leossy Simplification
for improving the ability of the network for generalization. Depending on
applications, the lossless and lossy pruning algorithms can be applied indi-
vidually or together.

3.1 Lossless Simplification

After the hidden node design, the input space is partitioned by hyperplanes
associated with their thresholds and hidden nodes. Some of the hyperplanes
may not be necessary for a minimal implementation. The hidden node simpli-
fication and the output node design can be treated as a Boolean minimization
problem. The function of the output nodes is to group the partitioned re-
gions of same class into one output binary word, i.e. to generate a Boolean
function F, such as d = F(y), where d represents the output binary words,
one word for one class, y is the binary words of the hidden node outputs,
one word for one region. Usually, in a multi-dimensional input data space,
some of the partitioned regions may not have data vectors. The regions with-
out data vectors can be used in Boolean minimization as don’t care items to
simplify the Boolean function F'. The Boolean minimization can be done by
logic-minimization algorithms implemented in computer software [15].

The above simplification algorithm will not change the logical representa-
tion of the Boolean function F'. No region with data vectors is ignored and
nothing is changed on the network accuracy on the training data set, so it is
lossless pruning. The output nodes are designed during the pruning proce-
dure for a minimal implementation. However, it is not designed for improving
the network generality.

3.2 Lossy Simplification

The Lossy Simplification is developed for improving the ability of the network
to generalize to new data. The simplify algorithm is based on the performance
analysis of each threshold as well as hidden node. We call it lossy pruning
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because a subset of partitioned regions and associated training vectors will
be ignored and the network accuracy will be reduced on the training data
set. Compared to the lossless simplification, the lossy Simplification is much
faster and more practical for real applications.

During the PFN training, each threshold is labeled with the class parti-
tioned by that threshold. Also, the contribution of each threshold for each
class are saved in an array, called coniribution array. The array is used for
pruning analysis. We use the following example to illustrate the details of
the simplification algorithm.

4 A DESIGN EXAMPLE

Example 2: A principal feature network was designed to recognize 10 classes
of signals in a real application. Each of training and test data sets has about
3,000 examples and each example is a 24 dimensional vector. In the design
specifications, the expected network accuracy is 95%, which will be used
to determine the necessary number of hidden node, and the allowed miss-
classification rate i1s 20% for all 10 classes, which is used in determining the
thresholds te avoid over-fitting.

Using the sequential partition-pruning design procedure, all training ex-
amples were partitioned by 49 hidden nodes and 98 thresholds. The 49 hidden
nodes included 36 Fisher nodes and 13 principal component nodes. Each node
has 2 thresholds.

The contribution of each threshold was saved in a contribution array.
The array was sorted and plotted in Figure 4(a). From the Figure 4(a), we
can see that few of the thresholds have significant contribution to some of
the classes, but many thresholds have too little contribution in partitioning
the input space. The accumulated network performance in the order of the
sorted thresholds is shown in Figure 4(b). The more the thresholds we keep,
the higher the network accuracy we can obtain on the training data set, but
to keep too many thresholds which have too little contribution can affect the
generality of a designed network. In other word, to use more thresholds may
not give a higher accuracy on the test data set.

For this example, the desired network performance is 95%. A horizontal
dash-dot line in Figure 4(b) marked the desired 95% accuracy. The line has
an intersection with the curve of the accumulated network performance. We
projected the intersection onto the Figure 4(a) as the vertical broken line in
both Figure 4 (a) and {b). Then a necessary number of thresholds to meet
the desired network performance can be determined. For this example, the
first 38 thresholds in Figure 4(a) can meet the 95% network accuracy. Thus
the thresholds from the 39 to 98 can be pruned.

Once the thresholds are pruned, the hidden nodes which need to be pruned
can be further determined. If all of the thresholds associated with one hidden
node are pruned, the hidden nodes should be pruned. In this example, after
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Fig. 4. (a) (bottom) The sorted contribution of each threshold in the order of
its contribution to the class separated by the threshold. (b) (top) Accumulated
network performance in the order of the sorted thresholds.

threshold pruning, 31 out of 49 hidden nodes have at least one associated
threshold, thus these 31 hidden nodes are kept and other 18 hidden nodes are
pruned. After the simplification, the actual design performance on the train-
ing set is 91.44%. On the test set, the simplified network has a performance
of 87.68%.

5 COMPARISON AND CONCLUSIONS

Principal feature networks (PFN) have been compared in experiments with
the most popular neural networks, such as backpropagation (BP), and ra-
dial basis function (RBF) network in term of performance, complexity of
structure (number of hidden nodes), training time, and million floating-point
operations (Mflops). One comparison was given in Example 1. In [3], the
PFN was compared with BP, RBF, and linear discriminant analysis (LDA)
in a multispectral image recognition problem. Due to the very large data set,
both BP and RBF failed to train a classifier in a reasonable amount of time.
For that problem, the LDA gave a classification rate of 55%; a modified RBF
reached a rate of 60% with 490 hidden nodes in 221 Mflops; the PFN reached
a rate of 72% with 77 hidden nodes in 38 Mflops.

The training procedure of sequential addition of hidden nodes in PFN
looks similar to several constructive algorithms which have the capability to

131




j"idden nodes ‘whﬂ'—‘ the training in progress. These constructive algo-
Tree Algorithms (DTA) [12], Neural Tree Network
] }ch“er Tr J\"eiwm*lfs (F‘TN) [ } Cascade-Correlation Ar-

, etc. For those algorlthms and network architectures, since
be compared, we focus the comparison on theory and con-
the following list. Generally speaking, the PFN has the
advantages of these networks or training algorithms. It can get 100 % accu-
raining set when it is necessary. It also has many new functions and

N, TA and PLD), all other algorithms are for tree structures
and not for pcsdHel Im J] ementation. In [8], the author give a algorithm to
convert I'TN to parallel architecture, however, the tree algorithms are not

naturally for parallel timplementation which should be a major advantage
of neural networks. The PFN can be implemented in a tree structure for
software or in a parallel structure, such as a processor array, for VLSI design

when it is necessary [3].
{2) Except PN and TA, in general, none of the other algorithms consider
to pruning training data immediately after each hidden node design. The

=]

~ can reduce the training data set, release memory space, and make
t hidden node design more efficient. Normally after first few hidden

node design. most of the training data are pruned, so the PFN training in each
additio ‘?ﬂ hidden node will use less and less time and memory space. The TA
e pruning procedure 1n every layer of the multi-layers training while
o-ﬂv needs to train one layer. The DTN and NTN can only prune
ata when they reach the leaf nodes. The dimension of the input
S the CCA hidden node gets larger and larger during the training. so
will be slowed down after adding more hidden nodes.
Nost of the aldorithm% such as DTA, NTN, CCA, and TA, did not
tatistic thod in training which can spood up the training signifi-

=

CA, and TA are based on gradient-descent or iterative
slow down the training and there is no guarantee for a
nimuim,

The DTA can only construct hyperplanes in perpendicular to pre-
izes which either reduces the puformanc or needs more nodes.

{8) The PFN offers the algorithm to deal with the case in which two or

1 algorithm [4].

") The PFN allow quadratic nodes for a better performance.

) PFN and DTA allow multiple thresholds on each hidden nodes. This
can pmne more data at each hidden node without using additional weight
Iso approximate the optimal guadratic nodes.

k]

end N'TH have tree node pruning algorithms for a better
.

The lossy simplification algorithm for PFN is
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simpler than the tree pruning algorithms.

(10) The PFN has the lossless simplification for a minimal implementation
as presented in this paper.

In conclusion, principal feature classification is a concept for designing
constructive neural networks. By applying multivariate statistical analysis
in defining and training hidden nodes, the principal feature networks can be
trained much faster than gradient-descent or other iterative algorithms. The
over-fitting problem as in most neural network training can be avoided in
determining thresholds, and the generalization can be realized in the loss-
less simplification. The principal feature network has been used in solving
real-world classification problems with large data sets. It gave better perfor-
mance, less CPU time in training, and simpler network structures than other
compared networks.
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Abstract

A novel neural network is proposed for the dynamic classification
of spatio-temporal signals. The network is designed to classify signals
of different durations, taking into account correlations among different
signal segments. Such a network is applicable to SONAR and speech
signal classification problems, among others. Network parameters are
adapted based on the biologically observed habituation mechanism.
This allows the storage of contextual information, without a substan-
tial increase in network complexity. Experiments on classification of
high dimensional feature vectors obtained from Banzhaf sonograms,
demonstrate that the proposed network performs better than time de-
lay neural networks while using a substantially simpler structure. The
mathematical power of the network is discussed, including its ability
to realize any function realizable by a TDNN. Additionally, principal
component analysis is used to introduce « further improvement to the
network design by reducing the dimensionality of the encoded temporal
information.

Keywords: dynamic neural networks, habituation, classification, spatio-
temporal signals, recurrent networks

1 INTRODUCTION

Among biological mechanisms that can encode temporal information, is a partic-
ularly simple and well understood phenomenon known as habituation [1}, [3], [8],
[13]. Primarily, habituation is a means by which biological neural systems vary
their synaptic strengths in order to ignore repetitive, irrelevant stimuli. Habitua~
tion serves as a novelty filter. If the presynaptic neuron is active for a short period
of time, habituation tends to decrease the synaptic strength which then recovers
only after the period of activity is over. The longer the presynaptic neuron is active
the slower it recovers. It is important to note that habituation does not act in a

*This work was supported in part by an NSF grant ECS 9307632 and ONR contract
NO00014-92C-0232. Bryan Stiles was also supported by the Du Pont Graduate Fellowship
in Electrical Engineering. We thank Prof. I. Sandberg for several fruitful discussions.
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vacuum. Other learning mechanisms, such as sensitization and Hebbian learning,
may also be operating concurrently to alter synaptic strengths based on the utility
of the information from presynaptic neurons.

Several researchers in neurophysiology have developed mathematical mod-
els of habituation [1], [3], [14]. A discrete time version of the Wang-Arbib [14] ha-
bituation model for varying the strength, W (¢}, of a siugle synapse is summarized
by:

Wi+ 1) =W{t) + r{az()(W(0) -~ W(8)) = W) I(i)); (1)
A0+ 1) = (0 + 12 ((=(0) - DI(0). 2)

In this model, I(t) is the activation of the presynaptic ncuron at time ¢, 7
is a constant used to vary the habituation rate and o is a constant used to vary the
ratio between the rate of habituation and the rate of recovery from habituation.
The function 2(¢) monotonically decreases with each activation of the presynaptic
neuron. This function is used to model long term habituation. Due to the effect
of z(t), after a large number of activations of the presynaptic neuron, the synapse
recovers from habituation more slowly.

Aside from its primary function, habituation has also been suggested to
be a means of encoding short term temporal information [8]. In this paper, we
introduce a mechanism for using habituation to encode temporal information in
an artificial neural network. In Section 2 we describe the general structure of our
design. In Section 3 we describe the mathematical properties of our mechanism.
We demonstrate that our mechanism is a special case of a general neural network
structure which is capable of approximating arbitrarily well any continuous, causal,
time-invariant, mapping from one discrete time sequence to another. Finally we
explain how it fundamentally differs from the gamma network model of de Vries
and Principe [5]. In Section 4, we discuss experimental results for our network on
the classification of artificial Banzhaf sonograms. We demonstrate that our network
is more efficient than TDNNs for a number of classification problems involving long
term temporal information. Finally in Section 3, we draw conclusions based upon
our theoretical and experimental results.

2 GENERAL STRUCTURE

We have designed short term habituation units based upon the Wang and Arbib
model of habituation [14] and used them in a spatio-temporal classification nct-
work. A set of habituated weights is first obtained from the input /(¢). If the input
is multi-dimensional, one set is extracted for each componcnt. These weights are
affected by the past values of the input, and implicitily encode temporal informa-
tion. Spatio-temporal classification can thus be achieved by using such habituated
weights as inputs to a static classifier. For example, if a multilayered percep-
tron {MLP) (alt. radial basis function network) is used, the overall network is a
habituated MLP (alt. habituated RBYF) that can be applied for spatio-temporal
classification. The model equation is shown as follows.

Wit +1) = Wi (i) + me(ar(l — Wi (i) — Wi()I(1)) (3)

This equation is derived from Equation 1 by setting z(¢) = 1 to eliminate long term
habituation effects, and letting Wi(¢) rebound to 1 instead of ¥ (0). Long term
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habituation is eliminated so that the ability of W (t) to recover from habituation
does not vary over time. Otherwise the Wi (1) values would eventually decrease
to zero for all but the most infrequent of inputs. The £ index is used to indicate
that multiple values Wj (¢t + 1) are determined for an input signal I{t). It was
found mathematically, that multiple habituation values are better able to encode
temporal information. This fact may also have biological context, because it is
known that a given pair of neurons often have multiple synapses between them.

In this paper, dynamic classification is achieved by training a suitable
nonlinear feedforward network, whose inputs are a set of m habituated values,
Wi(t+1), 1 < k < m, that are extracted from the raw input I{t). Figure 1
shows the generic structure of such a classifier. In [14] Wi (t) represents a synaptic
strength, and I(¢) the activity of the presynaptic neuron, but because our designs
use habituated values as network inputs rather than weights, the variables are re-
defined accordingly. We do not mean to imply that this network construction is
either the most biologically feasible or the only method in which habituation might
be used. A more biologically inspired approach would be to reflect W (t) as modu-
lating weights of the inputs. We found by experiment, however, that this approach,
although more biologically feasible, does not encode temporal information as well
for the classification problems which we studied. Moreover, the structure of Figure
1 can be shown mathematically to be very powerful.

The parameters, 7 and oy affect the rate at which habituation occurs,
thereby determining the temporal resolution and range of the information obtained.
The issues and tradeoffs involved are akin to memory depth versus resolution in
dispersive delay line based models {5], [6]. We set Wy (0) to zero for all &, employ
positive values of ax and 7« such that ax7i 4+ 7% < 1 and normalize the input such
that I(t) € [0,1]. With these specifications, we can guarantee that the habituation
process is stable. In fact we can guarantee that Wi(¢) € [0,1] for all values of k
and t.

3 MATHEMATICAL PROPERTIES

In this section we present theorems regarding the ability of a general category of
neural networks, including habituation based networks, to approximate arbitrarily
well any continuous, causal, time-invariant mapping f from one discrete sequence
to another. Since all functions realized by TDNNs with arbitrarily large but finite
input window size are continuous, causal, and time-invariant, the proofs of the
theorems also imply that habituation based networks can realize any function which
can be realized by a TDNN [10]. The key to the proof is to show that the memory
structure realized by the habituated weights is a complete memory. Then so long as
the feedforward stage is capable of uniformly approximating continuous functions,
the overall network will be capable of mapping one sequence to another.

Due to space limitations, the theorems are stated without proof. An in-
terested reader may obtain a copy of the complete proof by anonymous ftp to
ftp.lans.ece.utexas.edu. The file in question is /pub/hab_proof.ps. The proof
is related to previous work by Dr. 1. W. Sandberg. In [9] e demonstrates a method
for determining necessary and sufficient conditions for universal approximation of
dynamic input-output mappings. Also in [10] he demonstrated a universal approx-
imation proof for structures similar to that of Figure 1, with the exception that the
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temporal encoding is performed with linear {unctionals.

Let X be the set of discrete time sequences for which [ € X implies
1(#) € [0,1]. Let R be the set of all discrete time sequences. We are attempting
to approximate a continuous, time-invariant, causal function, f, from X to R.

We know additionally that any TDNN can be represented by such a function.
As illustrated by Figure 1, we suggest transforming the inputs with m habituation
units. After habituating, it is our conjecture that f can be approximated arbitrarily
well by an MLP or RBF which takes the habituated values, Wi (& 4 1), as inputs.
If our conjecture is true, then a habituation based network is able to realize any
function realizable by a TDNN.

Theorem 1 states that a two layer neural network with an exponential
activation function and a particular structure for processing the inputs can uni-
versally approximate f. Theorem 2 states that habituation based networks are a
specific case of the generalized structure exhibited in Theorewm 1.

The results of the two theorems can be readily extended to include ha-
bituated MLP and RBF networks and to include multiple (d > 1) spatial input
dimensions, Ix(t), 1 < h < d. In order to show that habituated MLPs and RBFs
can perform the same approximations it is sufficient to show that the exponential
function can be approximated arbitrarily well by a summation of sigmoids or gans-
sian functions. This is a special case of theorems which have already been proven
for sigmoids by Cybenko [4] among others and for gaussian {unctions by Park and
Sandberg [7]. The expansion of the result to multiple spatial dimensions follows
directly from the proof of Theorem 1.

Before we state the theorems it is necessary to make a couple of definitions.
First we will define the delay operator, 7.

0 i< s
(Tpz)(t) = { z{t — ) otherwise

Next we define the concept of a complete memory. Let B be a set of mappings
from X to R. B is a complete memory if it has the following four properties. First,
there exist real numbers a and ¢ such that (bz)() € (a,c) for all t € 27, 2 € X,
and & € B. Second, for any ¢t € Z% and any to such that 0 < to < ¢, the following
is true. If £ and y are elements of X and z(f0) # y({o), then there exists some
b € B such that bz(2) # by(¢). Third, if b € B then (bTpz)(t) = (bx)(t — ) for all
t€ Z% all z € X and any 8 such that 0 < g < ¢. Fourth, every b € B is causal.

Theorem 1 Let f be a continuous, causal, time-invariant function from X to R.
If B is a complete memory then the following is true. Given any ¢ > 0 and any
arbitrarily large positive integer, to, therve exist real numbers, «; and c;i, elements
of B, bk, and natural numbers, p and m, such that the following inequality holds
forallz € X and alli < {y.

r m

(Fo)0) =S ayexp | D exlbmn)(t) || < e (4)

j=1 k=1

By proving Theorem 1 we demonstrate that a two layer static neural
network with an exponential activation function and inputs operated on by elements
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of a complete memory, B, can perform the same function as any TDNN. In order to
show that a habituation based network is a special case of this type of generalized
structure we state the following theorem.

Theorem 2 Let bo = W(0) = 1. A4 prototypical habituation function is defined
recursively as follows.

bz(0) = W(1) = bo + ar(1 — bo) — rboz(0) (5)

bz(t)y =W({t+1)=bz(t — 1)+ ar(1 - bz(t — 1)) — rbz(t — 1)z(t) (6)

Let B be the set of all such functions for all @ and r € R such that o > 0, 7 > 0,
v <1, andar+7 < 1. B is a complete memory.

It is important to notice that the input processing functions, bjx used in
Theorem 1 depend on j and thus the habituation parameters used also depend
on j. This means that different hidden units in the feedforward network may have
different input values. This dependency is not present in the structure illustrated in
Figure 1. However, we can show that for any approximation g of the form discussed
in Theorem 1, there is an equivalent network without this dependency. Let g be an
approximation function of the form Zfﬂ aj exp (Z;":l cjkbjkz). It is easy to see
that given any such g one can find an h of the following form such that g(z) = h(z)
forall z € X.

P M
h(z) = Zaj exp Z-wﬂ's,’(m) (7)
j=1 i=1

Here wj; are real numbers which serve as weights to the hidden units and s; are
elements of a complete memory B.

Simply choose M to be the number of distinguishable functions b;x used
in ¢ and let the sequence {s;} be the list of these distinguishable functions. For
a particular $; and a particular hidden node j, set w,; to zero if the original bj
corresponding to s; was not present at hidden node j, otherwise set w;; to the
appropriate c;x. An approximation of the form given by & has the same structure
as that given in Figure 1, so the structure illustrated in Figure 1 is adequate.

Now we have demonstrated that habituated MLPs and RBFs are satisfac-
tory substitutes for TDNNs. The question that remains is which are more efficient.
The answer depends on the nature of the function that is being realized. The com-
plexity of TDNNs depends on n, the input window size. The nuinber of weighted
inputs to each hidden unit in a TDNN is nd. For functions which only depend on
recent values of the inputs, TDNNs can be quite eflicient; but for functions which
depend on long term temporal information or variable amounts of temporal infor-
mation, TDNNs are not efficient solutions. For habituated networks, the required
memory depth and resolution affects the choice of a and 7 in Equation 3, and the
number of habituated weights. Differents weights can have different values of o
and 7, and the number of weights used can vary in different dimensions. Thus the
memory structure can be optimized for a given mapping. The number of inputs to
each hidden unit is Zil m;, where m; is the number of habituation values used
to encode the ith component of I(t).

A parallel can be drawn between finding a suitable m and finding a suitable
number of hidden units in an MLP or RBF. In both cases there is no guarantee
that the number required will not be inordinately large. However, in the case of
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the MLP, a large set of problems have been found for which a small number of
hidden units is suitable. The same is true for finding m. There may be many
simple problems which are unsuitable for TDNNs because they require long term
temporal information, but which can be solved with habituated networks with small
values of m.

Since the output of the short-term memory stage is different for TDNNs
and habituated networks, the complexity (number of hidden units) of the feedfor-
ward network needed at the output stage may also differ. For certain problems,
habituated networks require a smaller feedforward output stage as compared to
TDNNs for a given level of approximation. We have previously performed exper-
iments using habituated MLPs to classify real SONAR data and have found that
small habituated networks outperformed larger TDNNs. In fact we found that even
m = 1 networks dramatically outperformed TDNNs with time window length of
5 or more [11]. Unfortunately due to the proprietary nature of the real SONAR
data sets, they cannot be made public. Therefore, in the next section, we discuss
experimental results on artificial Banzhaf sonograms, which can be easily generated
and verified by other researchers.

The Gamma network proposed by Priucipe [5] has a structure which is
similar to ours, but there are significant differences. For one, unlike habituation,
the input transformation used in the Gamma network is linear. The nonlinearity
of habituation can be readily seen by expanding W (¢ + 1) to obtain:

Wi+1)=ar+ary [[a-ar—rI@)+WE) [J(1 —ar—71G) (8)

J=1 h=jy :

Secondly, in the Gamma network each transformed input, W;, depends on the pre-
vious transformed input, Wi_;, but in a habituated network each W, is generated
independently from the raw inputs.

4 EXPERIMENTAL RESULTS

The networks were trained on data sets consisting of Banzhaf sonograms, superpo-
sitions of 2-D gaussians in time and feature space [2]. The signals constructed are
variable length (30-45 samples) sequences of 30 dimensional feature vectors. The
reasons for choosing Banzhaf sonograms and specific details about the design of
the data sets used are discussed in [12].

Three data sets were constructed with 7 classes each including a “noise
only” class. The signals in the data sets were Banzhaf sonograms which were
rotated, scaled, warped, and combined with additive noise. Figure 2 shows proto-
typical examples of each signal class in data set one (DS1).

Classification of DS1 is a problem which requires relatively long term tem-
poral information. It is impossible to uniquely classify any signal based on only a
short temporal window of inputs. For example, consider the prototypical signals of
classes A, B, and C as illustrated in Figure 2. The signals in classes A and B are
identical for the first twenty time samples, while classes A and C are identical for
the last twenty time samples. Additionally, there is no time window of less than
ten samples in any of the three signals that is not identical to a time window in
one of the other two signals. This classification problem is obviously difficult for
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short window TDNNs. In order to demonstrate the effectiveness of habituation for
problems with a range of difficulties we have constructed two other data sets which
do not depend as severely on long term temporal information. Data set 2 (DS2)
and data set 3 (DS3) were generated using the same parameters as D31 except that
the centers of the component gaussians were shifted to reduce the overlap among
the classes. In DS2, the component gaussians of samples of a particular class were
all shifted uniformly, whereas in DS3, individual component gaussians were shifted
so that a particular gaussian component might act as a tag for identifying the class
membership of the signal. For this reason D53, is the most local temporal informa-
tion rich of the three data sets, and one would expect TDNNs to perform relatively
better on DS3 than on either of the other data sets.

For our first experiment, we trained habituated MLPs and TDNNs on
DS1 and DS2. The patterns in both data sets were randomly shuffled so that
the classification of each pattern was uncorrelated with the classification of nearby
patterns in the sequence. When the habituated MLP was tested, the habituation
values, Wri(t + 1), were calculated at each instance in time and then fed into the
feedforward portion of the network. At each instance in time an output vector was
computed and then used in classification. As an optimization, only the habituation
values computed for the last ten samples in each signal were used to train the
habituated MLP. This reduced training set method was used because habituation
gradually builds up information about a signal as the signal is presented. During the
first few samples of a signal, a habituated MLP does not have enough information
to classify a signal. By the end of the signal, however, the network should have
accumulated enough information to perform the classification. The reduced training
set method was not used for TDNNs, however, because they exhibit no similar
dichotomy in the way they store information over time.

For the first set of experiments we used habituated MLPs with random
values of anr and 7ux in the range [0,0.5]. The apr and 7,k parameters were not
modified during training. The number of habituation units per input, m, was set to
one. We found that for DS1 the habituated MLP, (HMLP), greatly outperformed
a 5 sample time window TDNN and an MLP. All three networks utilized 10 hidden
units. Increasing the number of hidden units was not found to greatly effect the
performance.

Classification and detection of signals is accomplished using two thresh-
olds, H and L. Detection occurs whenever a single output node Las an output
value, Opqz, larger than all other output nodes, O.0r > H, and all other output
values are less than 1 — H, for L consecutive input presentations. Classification
is considered to be correct for a given signal if the only class detected within the
length of the signal is the desired class. The best values of H and L may vary from
network to network. For a fair comparison, for each network one should select the
L for which the network achieved its highest classification rate {or some H.

Figure 3 illustrates performance on DS1 in terms of the classification rate,
i. e. the percentage of signals detected as well as correctly classified. Labels such
as “L10” are included in the figures to denote the particular value of L used. As
mentioned earlier, the best value of L was chosen for each classifier in order to make
a fair comparison.

Results for DS2 similar to those found for DS1 are illustrated in Figure 4.
For conciseness, this time the results are given in terms of the classification rate
only. One notices in Figure 4, that although the HMLP lhas achieved a greater
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maximum result than the TDNN, it does not have a better result at every value of
H. This is an artifact of the particular L values used. The greater the value of L
the steeper the decrease in performance for increasing H.

The HMLP was able to outperform the TDNN, because unlike the TDNN,
the HMLP is capable of encoding long term temporal information. On DS1 this
is particularly important, because classification is impossible without information
from a large portion of the entire signal length.

One method for improving HMLP performance and reducing the com-
plexity of the static classifier stage is to perform principal component analysis on
the habituated values. The sequence of habituated values generated for a single
pass through the training set is stored and the covariance matrix, M, is deter-
mined. Next, the eigenvalues and eigenvectors of M are computed. Finally the
set of eigenvectors, A;, corresponding to the largest few eigenvalues are selected.
Each vector of habituated weights, W (), is then replaced by the sequence of dot
products, W(#)TX;. These dot products are presented to the static classifier instead
of the habituated values themselves.

By applying principal component analysis one can decrease the correlation
among inputs to the static classifier, as well as, decreasing the number of inputs.
For an HMLP with m=1 the number of inputs to the static classifier was reduced
by a factor of 3, while simultaneously improving the classification rate on DS1 from
55 to 68 percent.

So far all the experiments discussed have focused on HMLPs with m=1,
and randomly assigned habituation parameter values. Experiments which examine
the effect of varying the m, aji, and 7jx can be found in [13].

5 CONCLUSIONS

A multiply habituated MLP (MHMLP) can realize any function realizable by a
TDNN with an arbitrarily large but finite input window. The relevant issues for
comparing the two thus are which generates a simpler structure for a given accuracy
level, and which network is easier and quicker to train. From the empirical results
determined so far, MHMLPs are consistently more efficient than TDNNs. In fact
for DS1 and DS2, a single habituation unit per input HMLP outperforms a TDNN
with 5 sample time windows. Even on DS3, an MHMLP with m=2 was able to
perform as well as the more complex 5 time sample TDNN. Note that because of the
difficult nature of the data sets, the classification rates are low for both networks.
Of course they perform much better than static classifiers (MLP, RBF) which fail
because of substantial overlap among different classes at any time instant.

Simple MHMLPs seem to do particularly well on data sets which require
long term temporal information for classification. In such cases, TDNNs need long
time windows in order to perform well. Such TDNNs tend to be overly complex,
leading to slow training and poor generalization.

Additionally it was found that large improvements in the complexity and
performance of HMLPs can be obtained, by performing principal component anal-
ysis (PCA) on the habituated values. When PCA was used with DS1, a 13 percent
improvement in performance was obtained, despite the fact that the number of
parameters trained was reduced by more than twofold.

The performance of MHMLPs are quite robust with respect to parameter
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values. The netviorks do well even when the habituation parameters are randomly
assigned and never optimized. The next step in this rescarch is to develop means of
optimizing the habituation parameters, @ and r. Another topic for further study
is to investigate other input transformation mechanisms, since a vesult similar to
Theorem 1 can be proven for any set B which is a complete memory.
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ABSTRACT

A method for parametric estimation of higher order spectra of time series us-
ing a nonlinear autoregressive model based on multi-layered neural networks
(NNAR model) is presented. In the real world problems, there exist signals
that can not be described sufficiently by linear time series models such as AR
or ARMA models. In order to characterize such signals, several nonlinear
time series models have been investigated in recent years. However, in con-
trast with the case of linear models, there are a few parametric approaches
that estimate the higher order statistical characteristics of observed time series
using such nonlinear time series models. It is very difficult to derive analyti-
cally explicit formulations of higher order spectra from the expressions of such
nonlinear time series models. In this study, employing numerical techniques,
we constructed a parametric estimator of higher order spectra. It consists of
following steps: 1. training an NNAR model on the given time series, 2. iter-
ation of numerical integrals for solving the joint probability density function,
3. calculation of higher order cumulant functions by renewal equations based
on the joint probability density function solved in 2., 4. multidimensional
discrete Fourier transforms of higher order cumulant functions calculated in
3. We also show that any NNAR model with finite valued weights satisfies a
sufficient condition of convergence.

1 Introduction

In the case of Gaussian time series, we can obtain a sufficient information
about time series from the power spectra as the statistical characteristics
of the time series can be described completely by the first and second
order moments. Specifically, the linear AR model has been used widely
in many areas of engineering as a conventional parametric estimator of
power spectrum [1].

However, there exist many signals that have non-Gaussian nature.
Since the nonlinear time series models can generate non-Gaussian time
series, several authors have proposed them to characterize such non-
Gaussian signals [2]{3]. However, in contrast with the case of linear
models, there are a few parametric approaches estimating the higher or-
der spectra [4] of the observed time series using nonlinear time series
models, except for some special cases [5]. In this study, we constructed
a parametric estimator of higher order spectra using a nonlinear au-
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toregressive model based on the multilayer neural networks. It is very
difficult to analytically derive the explicit forms of the joint probability
density function from the expressions of such nounlinear time series mod-
els. Although the analytical solutions are not available, we can construct

a parametric estimator of higher order spectrum using some numerical
solutions. In general, if there exists a stationary joint probability den-
sity function of a nonlinear antoregressive model, this function satisfies a
certain integral equation. Here we take an approach to solve the integral
equation with an iterative formula using numerical integrals.

2 Nonlinear Autoregressive Model

A general form of the nonlincar autoregressive model is given as follows:
T = F[CEkM]_,q] -+ € (1)

where, z_1, = (J);\.Fl,;z;;;_g,--~,;zrk,q)T, e, 18 an 1.1.d of Gaussian
(N (pe.02). e < 00,02 < o0), F[] is a continuous function:R? — R,

and (-)7 means the transposc of a vector.
We can rewrite (1) as a state space representation:

Tpg = @14, (2)

wheve fap_1,4,68) = (Fl@p_1q] + €0 Tt Tpmon oo Tiemgad )T Equa-
tion (2) describes &y , as a real-valued Markov chain on the state space
R9. The behavior of @ , depends on the shape of the continuous funec-
tion F.

It has been shown that multilayer neural networks can avoid the dif-
ficulty called “curse of dimensionality” from which ordinary methods for
function approximation suffer [8]. We construct the continuous function
F by multilayered neural network as follows:

Flaj 1, =V® (3)

where @ = (01, -+, 0m)7, 0; = o(Wixzp_1 , — 6;) is an output of ith

hidden unit. o(x) = is a sigmoid function. ¥V € R™ is an

output weight vector, ¥, € R? is an input weight vector connected to
the ¢th hidden unit, #; is a bias for ith hidden unit, b is a bias for output
unit, ¢ is a total number of input units, and m is a total number of
hidden units.

The above model is called a neural network autoregressive model
(NNAR). This type of time series model has been applied te behavior
prediction of various systems [6]. Fitting the NNAR model to the given
time series is achieved by minimizing predictive error using conventional
fearning algovithms.
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3 Stationarity of NNAR model

A sufficient condition for existence of stationary joint probability density
function of Markov chain (2) was given by Chan [7]. In this section we
show that NNAR model satisfies this condition.

If fin (2) is assumed to be decomposable as follows:

f@i_1g,ex) = T(xp-1,4) + S(@r-1,4,€x) (4)

where T : R? — R?, § : R7"! — RY and an extra sequence zy is defined
as z, = T(zn_1) , 2, € RY. Furthermore, we assume S can be written
as:

S(wk_lyq,ek) = F[mk_lwq] + €. (5)

Under the following conditions A1l.~AB5., Markov chain defined by
(2) is geometrically ergodic, provided that f is continuous everywhere
and continuously differentiable [7]. If Markov chain is geometrically
ergodic, it always has a stationary joint probability density function.

Al. 0 = T(0), and 3K,c > 0 such that Vo > 0 ; starting with
zo € RY, || 2z, ||< Ke™™ || 2o ||, where || - || denotes the Euclidian norm
in R?. A2. e; has probability density function =(-) that is continuous
and positive everywhere. A3. F[] is bounded over bounded sets. A4.
JM > 0, such that Vz,y ¢ R%, | T(z) - T(y) K M ||z ~y ||. AS.
For some 7 > 0, E[|| S(xr_1,4,€x) || given z1_1 4 = x] < 7, Vo € R

fin (2) can be rewritten as:

F(®r 1 g e6) = (0,25 1, Thoz, s Thogi1)” (6)
+ (Flzr—1,q] + €, 0,---,0)".

Then, we can obtain a form (4) by defining 7" and S as:

T(wk—l,q) - (07$k~17$k72>'"axk—q+l)T7 (7)
S(xp1,g.6x) = (Flzr_1,4) + €, 0,0, SN

T satisfies clearly A1l. and A4. Because e, is Gaussian, A2. is also
satisfied. The sigmoid function ¢(-) is bounded over R, consequently,
for all m, V; (i = 1,---,m), b(< o0) , there exists ¢ < oo such that
|Fl@y_1,4]] < c, then A3. is satisfied. From this and (5), and properties
of eg, we have

Ell| S(zr1,9,ex) | lzioy =] = Flz] + Elex] < ¢+ pe. (8)

Substituting ¢ + u. for 7, we can show that F given by (3) satisfies A5.
Hence, we established geometric ergodicity of NNAR model.
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and p(x;)is a marginal density function of joint probability density func-

tion p(ay 4):
plxy) / / p(@y g )dag_y - drgp_qq1. (13)

We must know p(xx,Zr—r) in order to execute numerical integration of
(11). In the case of r < ¢, the marginal density function of p(x,,) can
be computed directly as follows:

o< o0
p(xkvq/’k—r) = / o / p(mk,q)d%’kf] o di r+1, (14)
— o0 <
dTp_r1, AT pegt1-

In the case of r > ¢, we can construct a renewal formula using a property
of the Markov chain. Namely, from the (¢ + 1)th order joint probability
density function p(@g_1,q,2x—r) we can derive p(xy q, 21— r) that has a
lag interval with one lag step longer than p(xr_; 4, -y ):

P(@ gy Ther) :/ (@ — Fleg_1,4))P(Tr—1,¢, Thr)drp—q. (15)

OO

Then, setting initial joint probability density function p(x 4, Zr—q) as:
P(@h,g> Tmq) = m(@h — Flzro1,d])p(Tr-1,0), (16)

we can compute p(@y 4, Tk—r) for all (> ¢). play, zr_,) is given as a
marginal density function of p(xy q, zr—r):

o0 o
p(Xg, Tp—r) :/ / P(®pg, Thmr )y - day . (17)
— o0 — o0
dzg_p_y - dop_q.
Finally, power spectrum can be represented in a form of discrete
Fourier transform of 2R(r):

o

P(w)y= > 2R(r)exp(—jwr). (18)

r=—00

5.2 Bispectrum

Bispectrum B{(w,ws) is defineded as two-dimensional discrete Fourier
transform of third order central moment function *R(r, s):

o< oo

Blwi,wp) = Y Y PR(rs)exp(—j(wir +wzs)),  (19)

r=—00 $=—00
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where.

PR(— ///u—xz>(1A~rw)<1A-~~—/')

plrn, per, pmsydrpdry_ drp_ ;. (20)

The third order joint probability density function p(ag,zr_ &) in
(20) can be calculated using following renewal procedure;

Tn the case of » < s < q, p(Tp. Tp—r . Tp—s) is given as a marginal
density fuuction of p(ag 4):

Pl ap e _g) = / / plag g )dagy -+

drp_pandeypoy - dog_gpdre_o - dtg—gaa - (21)

In the case of ¢ < r < s, the (p+2)th order joint probability density
function p(@y 4. tp_,. Tr-s) is calculated as follows:

P(@hg Tp i, Tpms) = / 7wy — Fleg-1,]) (22)

o

D@1 g, Ty Thoms )T g

To set the interval between r and s an arbitrary length, we use the
following formula:

play g Thes) = / m(ay — Flenyqg)p(@e—1,q. wn—s)dri_q. (23)

where r = ¢. Then. for all + and s, we can obtain p(@g 4. Tper. Tp—s) by
taking marginal density function as:

pliy ) / / PTh gy T Ti—s) (24)

drg_y - dipqg.

Ll

6 DNumerical E ple

In this section. we present a numerical example of parametric estimation
of power spectrium and bispectruim. As an example of the tinie series we
generated following signal:

Iy = Sill(w‘o]x’) +0.5 Slll( WOI‘> + € (]1 =01, - s 2047) (25)

where. e, 18 a Gaussian white noise: A(0,0.0025) and wy = 3.14/5 ~
7/5. Figure 1 shows the distribution of the data on the state space
(rp.2p—1). We trained the NNAR model with the structure 2-input(lag
order), T-hidden, and l-output. Figure 2 shows the joint probability
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density function p(zy,zr_1) computed by the procedure described in 4.
It can be seen that p(zy, zi_1) well represents the complex structure of
the distribution of data (Figure 1).

Figure 3 shows the estimated power spectrum. The estimated power
spectrum has two clear peaks at w = (wgy, 2wg). This means that the
NNAR model can acquire the second order stochastic characteristics of
the signal correctly, while the linear AR model with the same lag order
2 can not detect two spectral peaks.

Furthermore, we estimated the bispectrum by the procedure men-
tioned in 5.2. Figure 4 shows the estimated |B(w;,ws)|?, (w1 > 0,wq >
0). The true bispectrum of the signal (25) has a peak at (wo,wp). It
can be seen that the estimated bispectrum approximates well the true
structure.
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7 Conclusion

A method for parametric estimation of higher order spectra of time se-
ries using a nonlinear autoregressive model based on NNAR model is
presented. Advantages of the NNAR model as a universal time series
model are follows. As clarified in 3 for any finite weight values, the
NNAR model has always stationary joint probability density function.
Consequently, no special modifications of learning algorithm are required
in order to keep the model stationary. Arbitrary continuous function F
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with several variables in the difference equation (1) can be approximated

by multilayer neural networks. Furthermore, multilayer neural networks

can avoid so called difficulty “curse of dimensionality™ [8].

Currently we are investigating the evaluation of the computational

crror and speeding up the calculations. Bearing in mind the enormous

power of future computers, the presented method can be one of the

standard signal processing techniques.
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Abstract A neural network classifier using fuzzy set representation of
pattern classes is presented. Network construction and learning is per-
formed incrementally in a single pass by building an aggregate of space-
filling regions that constitutes a simplified variant of the construction
known as Dirichlet tesselation (or Voronoi diagram). Each region is de-
limited by a set of hyperplanes and is endowed by a fuzzy membership
function that forms the basis of learning and recall. Experimental re-
sults concerning difficult recognition problems show that the proposed
approach is very successful in applying fuzzy sets to pattern classifica-
tion.

1 INTRODUCTION

Several models have been developed during the last years in an attempt
to combine fuzzy systems and neural networks. Some of them focus
on applying this synergistic combination to building efficient pattern
classifiers {5, 7, 9], as the application of fuzzy sets to pattern classification
has been considered for many years.

The fuzzy neural network presented here is an example of neural
network classifier that builds decision boundaries by creating subsets of
the pattern space. The creation of fuzzy subsets is based on the partition
of the n-dimensional space in a way that constitutes a direct adaptation
of the notion of Dirichlet tesselations, also known as Voronoi diagrams

0-7803-2739-X/95 $4.00 © 1995 |[EEE
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or Thiessen polygons [1].

A Dirichlet tesselation of a set S of points (called sites) is a partition
of the n-dimensional space into convex polytopes. Each polytope which
is also called ‘cell’ or ‘tile’ belongs to one site of the set S and contains
all points of the space for which this site is the closest, or the one with
the dominant influence. Each cell is defined with respect to an arrange-
ment of halfspaces as the intersection of a finite number of hypeplanes,
which are the perpendicular bisectors of the segments joining pairs of
sites. From a given set of n-dimensional points classical Dirichlet tesse-
lation can be constructed by obtaining the convex hull of these points [1]
or by incremental insertion of the regions of these sites [3, 4]. Dirichlet
tesselations express the proximity information of a set of given points in
a very explicit and computationally useful manner that makes it appli-
cable in many diverse areas among which are biology, visual perception,
crystaliography and archeology.

The application of Dirichlet tesselations to the design of neural net-
works has been considered recently. In [8] two neural network construc-
tion algorithms for pattern classification are proposed that rely directly
or indirectly on the Dirichlet tesselation of the space based on the given
training patterns. An efficient adaptation of the above algorithms is
presented in [6], whereas a systematic procedure for designing neural
networks following the same principle is formulated in [2]. In this paper
we develop an analogous construction approach which incorporates the
idea of fuzzy set classes by defining fuzzy decision boundaries for the
regions of the tesselation. The proposed scheme allows for efficient on-
Iine supervised learning using appropriately defined fuzzy membership
functions during both learning and recall.

A description of the proposed fuzzy classification network is pro-
vided in the next section, while the network construction algorithm is
presented in Section 3. Section 4 concerns experimental results from the
application of the approach to difficult classification problems. Section
5 briefly describes the extension of the model to the case of both contin-
uous and discrete attributes, and finally Section 6 summarizes the main
conclusions.

2 YUZZY SET CLASSES AND NETWORK
TOPOLOGY

Consider a classification problem with n continuous attributes, such that
the n-dimensional patterns belong to p distinct classes. By means of the
proposed construction scheme, we shall define a set of regions filling the
feature space such that each region is associated with exactly cne from
the pattern classes. A properly computed fuzzy membership function
(taking values in [0, 1]} indicates the degree to which a pattern is con-
tained within each of the regions. During operation, the region with the
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Figure 1: A partition of the plane

maximum membership value is selected and the class associated with
the winning region is considered as the desicion of the network.

Learning in the fuzzy classification network consists of creating and
adjusting regions and associating a class label to each of them. Each
region is characterized by a point, which will be called the site of the
region, and can be expressed as the intersection of a finite number of
closed half-spaces defined by hyperplanes that separate regions of differ-
ent classes. Regions corresponding to the same class can be overlapping.
In general, not all training patterns constitute sites of regions. Following
the principle of Dirichlet tesselations, the points of a region are closer
to the site of the region than to all other sites belonging to different
classes. This feature constitutes a relaxation with respect to the strict
definition of Dirichlet tesselations and implies a construction scheme that
prescribes no separating hyperplane between regions of the same class.
Figure 1 represents such a convex construction on the 2-dimensional
space, based on the Dirichlet tesselation principle, for a set of 9 input
points with three seperated classes (dotted lines would be present in a
classical Voronoi diagram).

When an input pattern @ = (ai,...,ay) is presented to the network
during operation, the corresponding membership function for each region
is computed. The membership function b;(a) for the ith region must
measure the degree to which the given pattern falls inside or outside the
region. This can be considered as a measurement of how far is situated
the pattern from all the hyperplanes which define the region. When the
pattern a is in the interior of the region and far from the hyperplanes
then b;(a) approaches 1, the value 1 meaning that the point is very
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Figure 2: Fuzzy decision boundaries

close to the site of the region. When the pattern falls outside the region
then the membership value approaches zero, the value 0 meaning that

o

11s point is close to some other site. A function following the above
guid@lipes is the c;w'erame value of the normalized vertical distances zp of

pe p-ape }7
'der he function signy (a) which describes on which side of the

Fos

hyperplane 4 lies the pattern a. If it lies in the positive half space A™

V2 have Sirfng’a 1 e]SE lf N] HICS iIl the neﬂative half space h then
[SEEFAN s
1

sign, {a) = —1. Also com\der the quantities vy, which take the values
I or -1 depending on whether the site 7 is situated 1n the positive or
‘ive half-space defined by the hyperplane %, respectively.

he membership function taking values in [0, 1] can be computed as

b:{a) = 2|H| L vip e ( )-l—% (1)

heH;

vhere H; is the set of hyperplanes defining the region 7 (having cardi-
nality |H;]) and my, has the following form (Figure 2):

1 if 2y > {; and sign;(a) = 1
mp{a) = -1 if zp > Iy and sign,(a) = —1 (2)
signg(a)zn/ln otherwise
Other choices can be made for the computation of the membership func-
tions, e.g. the form adopted in [5].
he fuzzy classifier can be Implemented as a neural network that

the fuzzy sei structure and allows for efficient implementation.



Inputs  Hyperplanes Cells Classes

Figure 3: The Fuzzy Neural Network Classifier

Figure 3 illustrates the neural network that implements this approach.
It consists of three layers such that connections exist between successive
layers. The number of nodes in the first layer is equal to the number ¢
of hyperplanes that define regions. Each first layer node computes the
value of the function my, for every input pattern using equation (2). The
second layer contains as many nodes as the number r of regions. The
output of each node of this layer represents the membership value of
the pattern for the corresponding region as computed in equation (1).
The connections between nodes of the first and second layer associate
regions with their supporting hyperplanes and assume the values v
defined above. The last layer embodies nodes which correspond to the
set of p classes. The connections uj; between the second and third layer
take binary values, such that u; = 1 if 7 is a region of class j and
uj; = 0 otherwise. Each node of the third layer computes the degree to
which the input pattern fits within class j. The function that performs
this computation is the fuzzy union of the appropriate region fuzzy set
values. This operation is defined for each of the p classes as

¢ = rp;a»lx[uﬁbf(a)] (3)

3 LEARNING AND CONSTRUCTION

Consider a set A of training patterns. The learning algorithm creates
a division of the feature space by appropriately constructing regions.
Each region is defined by hyperplanes that are successively created to
separate neighboring regions of different classes. Implementation of the
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below scheme requires the definition of the appropriate data structures
for holding all the information necessary during the construction.

At an initialization step, the first two training patterns considered
(which should be of different classes) become the sites of the first regions
which are originally separated by a hyperplane {the perpendicular bisec-
tor of the segment jolning the two sites). These regions will be restricted
in the sequel as new sites are created.

During learning, each training pattern ay is presented once and the
following general step is performed.

o First we compute the values of the membership functions b;{as),
as defined previously, for all existing regions 7. Then we find the
regions whose membership values exceed a given threshold value 8
{0 < 8 < 1), which is generally taken high (typically, greater than
0.7).

o If all the regions meeting the above criterion belong to the same
class as the presented pattern ag, no further action is taken.

o If one or more of the selected regions belong to classes different than
that of pattern ay, then the latter becomes a new site and its region
is constructed by drawing bisecting hyperplanes between this site
and its neighboring sites of different classes. No hyperplane is
created between the new site and sites belonging to the same class,
thus allowing for overlapping. The neighboring regions of the new
region are successively determined by applying a simple adaptation
of standard techniques used in the creation of Dirichlet tesselations
by incremental insertion of sites [3, 4].

o The new site acquires its region by winning territory from the
regions of its neighbors {belonging to different classes). As some
of the already presented (non-site) patterns may be contained in
the affected regions, it should be checked whether such patterns are
now included in the newly created region. Thus, these patterns are
successively examined and if they are contained in the new region
they create their own new regions by winning territory from the
latter, following the procedure applied in the previous step for ay.
Obviously, this construction of new regions need not take place for
all such points, since several of them may be covered by each newly
created region of the correct class.

4 EXPERIMENTAL RESULTS

We have studied the proposed fuzzy neural network classifier on a variety
of difficult classification problems. We have tried to select databases
whose instances are defined on a high-dimensional space so that the
applicability of the Dirichlet tesselation approach on such problems could
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be evaluated. In addition, some of the data sets were noisy containing
hard examples so as to illustrate the operation and performance of the
fuzzy neural network classifier. To evaluate the effectiveness of our model
we have mainly compared it with the fuzzy min-max classifier [9].

The first data set is the Johns Hopkins University ionosphere database
which is a collection of radar data. The ionosphere data set consisted
of 351 feature vectors described by 34 continuous valued attributes with
two decision classes (either show evidence of some type of structure in
the ionosphere or not). The data set was divided into a training set
of 200 examples that were used to adjust the network hypeplanes and
convex polytopes, while the remaining 151 examples were applied to the
constructed network structure to estimate the performance of the pro-
posed fuzzy neural classifier. In all of our experiments we trained the
network for certain € values and then computed the percentage of correct
classification over the test set. Best results were found for § = 0.75. For
this parameter value the network consisted of 127 cells and the success
rate was 97%. On the other hand, using the same data set to train a
fuzzy min-max neural network classifier several experiments were con-
ducted for different values of . The best classification rate obtained was
95.5%

The second data set we used to train and test our fuzzy neural clas-
sifier was the Fisher’s Iris data. Iris data is a collection of 150 four-
dimensional featute vectors in three separate classes, 50 for each class.
We considered a training set and a test set of size 75, each of them con-
taining 25 examples of each of the three iris classes. After a series of
experiments using different values of the parameter 6 we found the best
classification rate 97.3% for § = 0.75 in which we obtained 22 polygon
cells. For the fuzzy min-max classifier the best classification rate for the
same data set was exactly the same [9].

We have also used the James Cook University Thyroid gland database
in our model. Thyroid database is a collection of 215 feature vectors
consisting of 5 continuous attributes, such that the vectors belong to
three classes. Any of these three decision classes defines a prediction
of a patient’s thyroid to the class of euthyroidism, hypothyroidism or
hyperthyroidism. The database is divided into 150 instances of first
class, 35 instances of second and 30 of last class. We used a training set
of size 100 while the remaining data set (size 115) was used as testing
set. Best performance was obtained for # = 0.8 (34 polygon cells) with
classification rate 94%. Training and testing the fuzzy min-max classifier
network with the same data sets we were able to achieve a success rate
of 90.5% using parameter value § = 0.082 (60 cells).

It must be noted that in all the experiments the choice of the value
of the parameter § was not very critical with respect to the success
rate as was the case with the fuzzy min-max neural network. There
were intervals of # values where the rate remained the same and only
the number of the hyperplanes and the convex polygons being created
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were different. Besides, while the value of § was increasing the network
structure (hypeplanes and cells) was reduced, and so we were choosing
the maximum § value of such intervals so as to achieve the least network
architecture with the best overall success rate.

5 TREATING DISCRETE ATTRIBUTES

The model of fuzzy neural network based of Dirichlet Tesselations consid-
ers as basic assumption that all attributes take continuous values. Thus,
we are able to map the pattern space corresponding to each class to a
number of regions (convex polygons) by creating perpedincular bisectors
{hyperplanes) between sites of different classes. Nevertheless, when the
data set consists of both continuous and discrete attributes we cannot
treat the discrete features in the same way, and so it is necessary to find
another mode of operation.

Suppose that D, np = |P| and €, n¢ = |C| denote the set and
the number of the discrete and the continuous attributes respectively.
Let also D7 be the domain of each discrete attribute j € D. A n-
dimensional pattern a = {a1, az, ..., a,) having both types of attributes,
consists of continuous features a; for j € C and discrete a; € ¥ for
Jj € D. Each polygon i is described by providing the proper hyperplanes
with respect to the continuous attributes and moreover a set of attribute
values D;; C D7 for discrete attributes j € D. It is obvious that the sets
D;; must be crisp, i.e., an element either belongs to a set (membership
value is 1) or not (membership value is 0). Including the above analysis to
the computation of the membership function of a pattern a to a polygon
i, equation {1) takes the following form:

1
b;(a) = QH Lvhmh +2+—§:m1)” (aj;) 4)
] lheH JED

where ¢ denotes the subvector of @ containing only continuous attributes
and mg{x) is the membership function corresponding to the crisp set S.
It must be noted that if a new input pattern a; is contained in a cell 7
of the same class, i.e., no creation of new cell takes place, the crisp sets
Dy; are adjusted as fo lows: D”e“’ = DOld Uag;.

6 CONCLUSIONS

We have introduced a new model of fuzzy neural network classifier by
representing fuzzy sets through a suitable partition of the solution space
into a number of convex regions following the principle of Dirichlet tesse-
lations. This type of network has the advantage of fast one-shot training
and is very efficient for hard pattern classification problems as indicated
by the experiments. Further research is focused on the introduction of a
learning component for adaptively determining good parameter values.
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Dynamics of Associative Memory

with a Self-consistent Noise

loan Opris

Department of Physics, University of Bucharest,
Bucharest-Magurele, Romania

Abstract

The Glauber dynamics of magnetic systems has been ex-
tended to the case of neural networks with a general odd re-
sponse function. We have derived a set of recursion relations
for the overlap parameter, noise average and noise varialce
taken as macrovariables of the process describing the dynam-
ics of assoclative memory. The retrieval process has been
studied then for a hyperbolic tangent transfer function by the
self-consistent signal to noise ratio method. It has been taken
into account the fatigue effect of the real nenron. The phase
diagrams of the retrieval process reveals an enhanced storage
capacity for a certain set of parameter values.

1 Introduction

The neural network models of associative memory are dy-
namical systemns with associated attractors to the cognitive
events. A very well known example is the Hopfield model [1,2]
successfully carried out by Amit et al. [3] with the equilibrium
statistical mechanics tools. The dynamics of neural network
with general response function is much more difficult to treat
than equilibrium properties because there 1s no general frame-
work corresponding to the Boltzmann-Gibbs equilibrium the-
ory. Even the stochastic master equation of Glauber dynamics
have been considered only for monotonic transfer function of
hyperbolic tangent type [7,8].

0-7803-2739-X/95 $4.00 © 1995 I[EEE
162



Despite these difficulties the approximate treating of re-
trieval process performed by Amari and Maginu [4] gave satis-
faction for various transfer functions [13-17], the only macrovari-
ables used being the overlap of the current state onto an em-
bedded pattern and the vanance.

The aim of this paper is to develope a scheme to treat the
dynamics of associative memories with a general odd transfer
function including non-monotonic cases. In order to carry out
this task we have employed the method of Horn and Usher
[10] by using a discrete time master equation describing the
time evolution of the network state. The macrovariables of the
process are: the overlap, the variance given through the signal
to noise ratio analysis [4] and the noise average. We here deal
with a self-consistent extraction process of signal from noise
which finally yields to an enhanced storage capacity. This
mechanism of enhancing the storage capacity is different from
those involving the pseudo-inverse method [5] or the partial
reversed method [12].

The paper 1s organized as follows. In Sec.2 we develop the
general framework of the associative memory with a general
transfer function [16] and successively we derive the general-
1zed macrovariables recursion relations together with the time
dependent probability and the discrete master equation. In
Sec.3 we study the retrieval process of an associative mem-
ory having a simple hyperbolic tangent output function by
following a self-consistent signal to noise ratio method. The
conclusions are discussed in Sec. 4.

2 Associative Memory Dynamics

The dynamics of the neural network describes the change
of variables in time. Let us consider a neural network of
N two-state neurons 5, = #£1;(¢ = 1,..., N) which inter-
act through the couplings J;; given by the Hebb rule J; =
% 351 &€ The input-output function f sets the relation-

ship between the neuron’s new state S,(¢+1) and the previous
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NE(t) + «a5i(t), with « the memory loading rate. In order
to include the fatigue effect given by the threshold contr-
bution [14] one takes the following recursion relation for the

noise term N;(t+ 1) = /\Ni(t) St 4+ 1), with A < 1.
Using the notation m = m! the overlap parameter becomes
mit+1) =+ 3, & f(€ m(t) t)), through multiplication

by ¢} and statistical averaging.

Because the function f is an odd function in mput, the
factor £} = %1 can be moved into the argument for a class of
mput-output fanctions. (For example in the case of f(z) =
tanh{x)g{x) we get £ f(x) = tanh{£x)g(x), g(x) being an even
function.} The new expression of m{t + 1) reads

Ut
p—

m{t+1) = -—\L—ij(m( )+ ELNI(2)). (

Let us denote the value LN, (1) at location 2 by z and assume
this value distributed wnh the probability P(z,t) given by
[10]
« 1 A
Piz t)= TZ:é({:}z\r(hw:l (6)

this probability allow us to write m{t+1) as an integral equa-
tion

n(t+1) J ' d: Pz, ) fim(t) + (7)

The value of ¢ at location ¢ changes in one iteration to
Az £ 1 with the probabilities

rH(m(t),z) = [1 + flm{t) + 2],

H

mo(m(t), z) = [1— flmity + 2], (8)

7

fJ‘ [ tu]

extended to the general odd input-ontput function. These
relations give us the discrete master equation as a recursion

relation
Plz,t+1) = !3-[#*’(;*)3(1‘), ‘- IP’ S (1. )
: A R | DU
+ mo{m(t), iftﬂff)p( t —_ (9)
A .
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one can observe the convergence of solutions to fixed-point
atiractor for m > m., m. bmngj the critical initial overlap
which gives the bounddzv of the basin of attraction. Form <
m. the IGLH*:VdE process fails. The other initial conditions are
the same as in Fig.1 {{ = o = 0.1).

L0 \
S 04r
\

ral process phase boundary showing the

critical storage capac W versus fatigue parameter A. The pa-

(.05 with the same initial conditions for the
i —(;—cr set. At A = 0 the storage capacityis a. = 0.793. The
ure FIM solutions located under the lower curve, denoted by
11 have the final overlapm = 1 and a first order phase tran-
1on to the others FM solutions having final overlap m < 1.
he upper line gives a second order phase transition between
Fui solutions and Paramagnetic { m = 0} P phase.

Taking the solutions of the system (11) for 7 = 0.05 with
the same initial conditions for the m — (— o set, we have plot-
ted 1n fignre | the retrieval process phase boundary showing
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Since the most important features of the probability distribu-
tion are the average ¢ and standard deviation, let us replace
P(z,t) by an expression which contains these values and can
he easily manipulated,

P(z,t}:;;a(:.—-g(t)ma(t))qt-;é(z—g(z)Jrcr(t)). (10)

Replacing the master equation by its first two moments, Le.,
expectation values of z and % we are led to the following set

of recursion relations

m{t+ 1) = Sfim(t) = ((t) = o(t)) + 5f(m(t) — ((t) + a(1)),
(it+ 1) = AC(t) + am{t + 1),

L4+ 1Y = Na(t)? + Ac(t) [f(m(t) — ((t) — a())] +
Aa(t) [fim(t) = (&) + o(t)] + 1 = m?(t +1).(11)

These expressions are different from those obtained in the
Amari-Maginu framework [4].

3 Analysis of Retrieval Process

The analysis of the retrieval process is carried out for a
hyperbolic tangent transfer function because the mechanism
responsible for the enhancement of storage capacity is not
caused by the nonmonotonic function as it was expected. Here
we deal with a self-consistent extraction of signal from noise
in a recurrent maner. The retnieval process exhibits for small
values of ( more or less the same behavior as was obtained
by Amari and Maginu [4]. The difference consists in the fact
that our model 1s one biologically motivated by the fatigue
effect and by the dynamical threshold incorporated in the
noise recursion relation.

A more convincing argument that our model works as an
associative memory would be the attraction basin of a memory
state [16]. By plotting the time development of the overlap
parameter for T = 0.015, A = 0.1, « = 0.5 and initial overlap
values between m = 0 and m = 1, with increasing ratio 0.05
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the critical storage capacity «. versus fatigue parameter A
The diagram gives a clear cut separation between the param-
agnetlc phdse in which m — 0 and the ferromagnetic one bel-

the separation curyve corresponding to successful retrieval.
'the abmt;,' of the network to recall an enhanced number of
patterns 1s obfained when the fatigue vanishes A = 0, the
storage capacity being «. = 0.793, Increasing A the storage
decreases to zero 1n the A — 1 lunit, The pure FM
S0 cat I ander the lower curve and have the final
averlapm = 1 HH pure F'M phase denoted by FM1 1s sepa-
rated rmou«rh a first order phase transition hine by the others
FAD solutions having the final overlap m < 1. The upper
’I.
b

0””

sundary line corresponds to a second order phase fransition
stween FM solutions and paramagnetic P phase.

0.5

(Aiagmm T = f(a.) of the retrieval
of curves for A = 0,0.1,0.15, 0.2 and

168



In figure 2 was plotted the phase diagram T = f(a.)
of the retrieval process showing a family of curves for A =
),0.1,0.15,0.2 and 0.25. Each curve gives the separation

{
bonndary between FM phase and the paramagnetic one. In-
creasing the A parameter to 1 the boundary approaches to 0,
the area of FM phase in «o- — T coordinates is practically van-
ishing. Thus, the fatigue causes the reducing of associative
memory performances.

4 Conclusion

In this paper we have extended the Glauber dynamics
from magnetic systeins to the case of neural networks [6] with
general odd response functions [12-14]. The set of recursion
relations of Horn and Usher [10] was extended to the macro-
scopic variables describing the dynamics of associative mem-
ory retrieval process in the self-consistent signal to noise ratio
framework. We have solved the equations (11) for a hyper-
bolic tangent transfer function and one have plotted the phase
diagrams showing the boundary between the FM and pararm-
agnetic phases. Our phase diagrams of the retrieval process
reveals an enhanced storage capacity of &« — 1 when temper-
ature 7" — 0 and the fatigue vanishes. Finally, a continuous
time evolution set of overlap equations for nonmonotone neu-
tons were analytically derived. The biclogical relevance of
nonmonotonic firing rate was pointed out by Horikawa [18].
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Abstract. In this paper, the multiple model algorithm is used in
deriving recursive algorithms for the identification of nonlinear sys-
tems. The radial basis function (RBF) networks with only linear
weights requiring estimation combined with the Kalman filter algo-
rithm forms the essence of the identification algorithm. Multiple
networks are used to identify the multi-modes of the system under
a Markovian assumption, the model estimation and selection being
carried out on-line. Both, ‘hard’ and ‘soft’ competition based esti-
mation schemes are developed where in the former, the most prob-
able network is adapted by the Kalman filter and in the latter all
networks are adapted by appropriate weighting of the observation.

1 INTRODUCTION

The problem of learning multiple modes in a complex nonlinear system is
increasingly being studied by various researchers [4, 10, 5, 2]. The use of a
mixture of local experts to model various modes of a system has been de-
veloped and applied to learning control by Jacobs and Jordan [4, 5], and a
conditional mixture density approach is adopted by Bishop [2]. The devel-
opment has centred around the problem of model identification from a given
set of block data, the model likelihood dependent on the input to the net-
works. A recursive algorithm for this static case would mimic the iterative
procedure required in the block estimation schemes, the recursion being an
approximation [5].

In this paper, we consider dynamic systems — developing a recursive algorithm
is difficult for the reason that the mode transitions have to be detected on-line
whereas in the block estimation scheme, search procedures allow detection of
the optimal transition point. However, unlike in the other modular network
schemes, the algorithm developed here does not use the mixing coefficients
or data conditioned prior model probability. The modelling of the multiple
modes in a nonlinear system is carried out by radial basis function (RBF)
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can be chosen from a priori knowledge and estimation is restricted to a subset
of those outlined above. In functional interpolation, the number of basis func-
tions K is taken to be equal to the number of observations N and mj = x,,
forn,k = 1,..., N. The width parameter r, is also selected a priori leaving
only the estimation of linear coefficients. Also, the number of basis functions
can be chosen to be independent of the number of observations, such as in
on-line estimation, and their parameters pre-selected. Typically, the centre
parameters are chosen randomly to lie within some bounds on the input space
and the width parameter ri based on the centre nearest neighbour distance
[12]. Alternatively, for on-line estimation, the RBF centre parameters can be
assigned on-line to be a subset of the input observations with growing net-
work schemes [6, 7, 9]. The RBF networks are used for their property that
having chosen appropriate RBF centre and width parameters myg, r¢, only
the linear weights w need to be estimated for which fast, efficient and optimal
algorithms exist.

3 RECURSIVE IDENTIFICATION

Let the set of input — output observations from which the identification is to
be made, be denoted as,

Zy ={zm |n=1,...,N} (5)

where, Zy includes all observations upto the Nth sample and z, describes
only the nth input — output observation,

o = (060 30) | %0 € B4 3, € B) ®

Let the underlying process generating the input — output observations in a
nonlinear system be given by,

y=f"(x)+n (7)

where 7 is the noise with unknown distribution and f*(.) : ®¥ — R is the
unknown underlying nonlinear function that needs to be learned or estimated.
For the system described by (7), under the assumption that the noise 7 is zero
mean Gaussian and under the assumption that the chosen model can approx-
imate the underlying function arbitrarily closely, the probability distribution
p(2n|p, M) is Gaussian as well, ze.,

exp {—%REI [yn — f(xn;p)lz}
(271')%R§

This is the ltkelihood of the observation z, for the chosen model M, which

in our case is the GRBF network, and model parameters p. The vector

gn = [91(%n), .-+, gK(xn)]T and Ry is the variance of the noise . A further

assumption made is that the observations are independent and identically
distributed so that the likelihood of the observation set is,

p(zn|p, M) = (8)

N
p(2nIp, M) = ] plznlp, M) (9)
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Off-line identification schemes estimate the optimal model parameters by
maximising this likelihood, or equivalently, minimising the log-likelihood
which in turn becomes equivalent to leas? squares identification.

Consid ring the RBY network with pre-selected RBF parameters my, 7, for
k=1 ..., K, the parameters that need to be estimated are the linear weights
w. If we assign the prior probability distribution for the model parameters

("/| M) to be Gaussian with mean wo and covariance matrix (positive defi-
nite) Po € RE*X | Bayes law,

o(Zn|w, M)p(w
P(ZN}M}

combines the likelihood and the prior to give the posterior probability dis-
tribution p(w|Zy, M) for the parameters which is also Gaussian and given

M
p(w|Zy, M) = )

(10)

exp{— 3 (w —wx)TP (w - wx)} (11)
(2m)% [Pyl

The term p(Zx| M) is known as the evidence for the model M in the obser-

ions Z. The final estimate for the weights are wy.

p(w|Zxn, M) =

For on-line or recursive estimation, the Bayes law relation becomes,
p(zn|w, M, Zo_)p(W|Zp-1, M)

(zﬂ !Zn—:}., M)
and the above equation is applied recursively for n = 1,...,N. Under
Caussian assumptions as outlined above, the Bayesian approach leads to the

Kalmean filter algorithm as the on-line optimal estimator [3] for the model
parameters w. The Kalman filter equations are the following:

p(w|Z,, M) =

(12)

€n = yn_WZ’—-lgn (13)
R, = Ro+glP. ig. (14)
X, = RI'P,_ig. (15)
Wa = Wn_1-+enk, (16)
P, = Pn1-P.1g.R;'glPn_; (17)

e, is the cn-line prediciion error based on which the correction to w is made.
k,, 1s known as the Kalman gain. R, is known as the innovation variance
(see (18)). In this formulation, the Kalman filter estimation of the model
parameters Is equivalent to the recursive least squares formn. In order to

ensure continued adaptation a random walk model is introduced whereby the
term QoI is added to (17), as in [6], [7).

Using the Bayesian derivation the evidence term, is given by,
- 2
exp {—-%Rﬂl e | }
1
(27)~ % |R.| 7
The above equation shows that the evidence term used in Bayesian model
selection [11] is computed recursively, but for the different priors Ro, Py sam-
led

pled by the multiple models. This is also the likelihood of the n*# observation
given the model M and Chb past observations Z,_1.

p(za| M, Z1) = (18)
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4 RECURSIVE MODEL SELECTION

The use of a single neural network for identification is based on the assump-
tion that the chosen network is appropriate to approximate the underlying
function and that the noise assumptions are valid with the relevant param-
eters, such as noise variance being known. In cases where the above fail to
hold true, the use of multiple models provides an improvement at the expense
of increased computations. Multiple Kalman filters with the multiple model
algorithm [1] being used for estimating the states in target tracking where
the underlying model for the target is linear but nonstationary, is such an
example.

In the case of neural networks, the use of multiple networks can overcome
the limitation of having to pre-select the number of basis functions and their
parameters, by using several networks with varying sizes and parameters.
It allows for the selection of appropriate basis functions on-line to a limited
extent, similar in spirit to the off-line approach based on the Bayesian criteria
adopted in [8]. Furthermore, different choices for the unknown noise variance
Ry, the prior weight parameter covariance Py and the random walk model
parameter Qo can be made allowing a wider search for the underlying model.
The multiple model algorithm can be viewed as an on-line model selection
scheme using Bayesian statistics.

Let the total number of neural networks or models used be H. Applying
Bayes law gives the following relation:

znth: Zn—l)P(Mh|Zn—1)
P(2n|Zn-1)

which can be computed recursively for n = 1,...,N. p(zn|Mp, Zn_1) is the
likelihood given in (18) and p(My|2,) is the posterior probability of model
My, being the true underlying model amongst the chosen H models, given
the observations Z,,. The term p(z,|Z,-1) is the normalising term given by,

p(M|2,) =

(19)

H
p(2n|Zn-1) = ZP(Zn|Mh,Zn—1)P(Mh[Zn—1) (20)

h=1

Since the quantities e, and R, necessary for the computation of the term
p(2n|Mp, Z,-1) are obtained from the Kalman filter estimator, all the terms
on the left side of (19) are known once initial prior probabilities for models
are assigned, for example as,

p(Ms|20) = p(Ms) = & e
The above algorithm (18), (19) combined with the Kalman filter estimation
equations is known as the multiple model algorithm [1]. Amongst all the
networks that are attempting to identify the underlying system, the identified
model is the one with the highest posterior probability p(M}|Z,) at each time
n, and hence can vary from time to time, and predictions are based on this
most probable model.
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2 HARD AND SOFT COMPETITION

2]

One form of nonstationarity commonly found in systems is multi-modality.
For example, the speech signal can be viewed as a concatenation of signals
from quasi-stationary modes or states such as phonemes undergoing transi-
tions at various tirme instances. The multi-modal system is represented as,

f1 (%n) +n i ne{[”lwnu] [nd:n2, .}
(“n) +7 i neE {[77“2 "2]] [n%‘zingj]’ } (22)

@
3
I

)40 i ne{fnk,nd] I3, 03], .}

o 0. s

€ [nf, nzlf} is the first time-interval during which the [th mode is
etermining the behaviour of the system (s stands for initial f for final). T
e al, the same modb can become active again in the future duunc a
ime interval [nZ ,nz .] and none of the time intervals overlap. Un-
this description of the letl modal system, the task of identification is
estimate or approximate the underlylng functions f7(:), /5(), .- fi)
This is made difficult by the need for each model to represent each mode

)
I

)
—
)

o
w

o

O
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o

or state individually and hence the model parameters have to be estimated
on observations pertaining to that mode. This can easily be done if the
mode transitions are known @ prior:, which in general is not the case. Hence,

n

ansi

detection of mode transitions must also be made along with the model estl-
mation. In block estimation or off-line learning, Levin [10} demonstrated how
arn additional switching input is used to model a bi-modal system where the
witching input s1gna1 1s jointly estimated with model parameters iteratively.
‘ oﬂula? network scheme developed by Jacobs and Jordan [4, 5] makes
& gat ng network that chooses an expert network to model individual
des. Both, block and on-line estimation schemes are used to determine
e relev v.t parameters in the expert network scheme, but it is derived for
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: line identification of multi-modal dynamic systems, a first
order Markov assumption is made for the mode transitions. Given that at
i ime 1 t n — 1 the given mode is j, it is predicted under the above
t the pro DQDThbj of the mode at time instant n being h is the

bility Py;. With H modes, 2 Py =1
h=1

o 3

robability of the mode being j at time n therefore is given by,
H
“\
pn{n—l(/\/{h Zn——l) = P (/Vly |Z,;rl) (23)
j=1
Tkis can be viewed as th= prediction stage of the model selection algorithm.
Giver the cobservation z, ihe correction is achieved through the rnultiple
model algorithm of 19) f 1th the following modification:
o p(zn R m—l)pn’n—l(/\/lhizn—l)
EAE (24)

pn]n—l(zﬂ‘Zn"l)

176



where modification to the prior and evidence has been made. Since the poste-
rior probabilities of each mode effectively indicate which mode is dominant at
each time n, changes can then be used as means of detecting mode transitions.

The detection mechanism allows two possible methodologies to be used in
model parameter estimation for each modes. In the first method, only the
model with the highest posterior probability undergoes adaptation using the
Kalman filter algorithm while all other models are prevented from adapting.
This is the ‘hard’ competition. In the second method, all models are allowed
to undergo adaptation with appropriate weighting to reflect the modelling
performances as measured by the posterior probability. The weighting scheme
adopted is to modify the noise variance parameter Ry at time n for the hth

model to become,
() () = o

B () = M2y (25)
This value is used in the Kalman filter equation (14) at time n for each model
h. It increases the apparent uncertainty in the measurement output according
to how unlikely the model is to be the true underlying mode, by increasing the
noise variance term of the Kalman filter algorithm. In fact, this is the same
weighting that will be achieved in the maximum likelihood iterative estima-
tion procedure, the weight being the posterior model probability conditioned
on the data. This is a ‘soft’ competition. While hard competition assumes
mode transitions to be instantaneous, soft competition allows for transition
to take place over a time interval.

6 EXPERIMENTAL RESULTS

The experiments used a number of Gaussian radial basis function (GRBF)
networks with basis function parameters chosen randomly. The nonlinear
system chosen for the investigation is the quadratic map chaotic time-series,
where, the observations are generated by,

Yn = 4yn—l(1 - yn—l) (26)
such that with z, = y,_1, the underlying function f*(-) is quadratic.

Figure 1 shows the model posterior probabilities with increasing time and the
approximation error for each network over the input range « € [0, 1] for four
GRBF networks (Nets 1,2,3,4) with number of basis functions K = 3, 5, 10, 20.
The results show that the smaller network predictions are preferred in the
initial stages since their parameter estimates are less uncertain than for the
larger networks. The results also show that under similar identification perfor-
mance, smaller complexity model is preferred demonstrating the embodiment
of Occam’s razor [11].

The multi-modal nonlinear system chosen for the experimental demonstration
is also based on the quadratic map and was used in [10]. The two modes are
given by the equations,

Yn

4yn—1(1 _yn—l) (27)
Yn

1 —4yn_1(1 = yn-1)
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Figure 1: Uni-modal identification: (a) Model probabilities and (b) Approx-
imation accuracy (c) Actual and approximated functions, and (d) Absolute
prediction error (Netl 4+ -+, Net2 x—.—x, Net3 o— —o, Netd s—x, Under-
lying function o, multiple network scheme predictions =).

and the syc’sem undergoes mode transition after every 50 samples. Two GRBF
networks of size K = 10 were used for these experiments.
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Figure 2: Multi-modal identification (‘hard’ competition): (a) Model proba-
bilities and (b) Approximation accuracy. (c¢) Absolute prediction error and
(d) Actual and approximated functions (Netl — —, Net2 —, underlying func-
tien - - -, multiple network prediction =).

e 2 shows that the mode transition is detected quickly and the appro-
h rd switching takes place The networks retain their approxlmatlon
tain degree at the end of mode transitions and the jump is due to the
ew observat1ons of the next mode making the parameter estimates drift
ittle before the switching takes place. It also shows that good predictions
made from the hard competition multiple network scheme and that the
two modes are identified by the RBF networks.

e
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s
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i
o

ure 3 shows that the results for the soft competition case is similar to
¢ hard competition case for the example chosen. Since the bi-modal sys-
em hers undergoes instantaneous transitions, the hard competition is more
appropriate. However, the soft competition allows for transition over inter-
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Figure 3: Multi-modal identification (‘soft’ competition): (a) Model proba-
bilities and (b) Approximation accuracy (c) Absolute prediction error and (d)
Actual and approximated functions (Netl - —, Net2 —, underlying function
-+ -, multiple network prediction *).

o

vals, and it provides good results on instantaneous mode transitions as well.
The results demonstrate the successful operation of the algorithms on the
bi-modal nonlinear system used in these experiments.

7 CONCLUSIONS

Recursive identification schemes for nonlinear systems based on the multiple
model algorithm are developed in this paper. The neural network used is
the radial basis function (RBF) network in which the parameters that need
estimation are the linear weights. For uni-modal systems, the multiple model
algorithm is directly applied to the multiple networks that allow different
network configurations such as number of basis functions and RBF parame-
ters. This is similar to the problem of selecting a subset of appropriate basis
functions to approximate the underlying function. For multi-modal systems,
a first order Markov assumption for mode transitions is made to facilitate the
development of the algorithms. The transitions are detected using the poste-
rior probability of each model representing the observations. Two methods of
identification algorithms are developed, where once detection is made, esti-
mation of model parameters is based on either ‘hard’ or ‘soft’ competition. In
the former, only the mode with the highest posterior probability undergoes
adaptation by the Kalman filter and in the latter all modes are adapted by
appropriate weighting of the observation.

It should be noted that the mode transitions considered here cannot be pre-
dicted beforehand and is a random event. The model probabilities computed
based on performance over time. This is in contrast to the modular network
schemes of [4, 5, 2], where, modes or experts are identified based on the state-
space by the gating network and hence the transitions could be predicted. At
present, investigation into combining both approaches is being carried out.
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‘We consider a linear, one-layer feedforward neural network per-
forming a coding task under noisy conditions. We determine
the family of synaptic couplings that maximizes the mutual
information between input and output distribution. Optimiza-
tion is performed under different constraints on the synaptic
efficacies. We analyze the dependence of the solutions on input
and output noises.

INTRODUCTION

A feedforward neural network of a given architecture provides a cod-
ing of its input data. In this work we consider a one-layer linear network,
and we are interested in the network configurations (i.e., the structure
of the synaptic couplings) which are able to resolve as many features as
possible of the input data distribution, under noisy conditions. Finding
such “optimal” codings can be useful for both the statistical applications
of neural networks and the neural modeling of early sensory processing.
Works concerned with several aspects of this problem can be found in
[1, 2, 3].

The data, representing the environment, are generated according to
some probability distribution and sent to the network as its input. The
network updates its synaptic weights in an unsupervised way, according
to a given rule, possibly inspired by an optimization principle. Several
alternatives have been suggested. Oja [4, 5] proposed a Hebbian updat-
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ing modified in such a way that the couplings can not grow indefinitely.

This rule produces synaptic couplings, between an input layer with N
neurons and an output layer with p neurons (p < N), that converge to
values that span the same subspace as the p principal components of the
input data distribution [6]. However, the effect of noise in the network
is not considered. Sanger [7] has given a different rule that converges to
a solution with a similar behaviour.

An alternative method is to use optimization criteria based on infor-
mation theory. Ior instance it has been argued [1, 8] that the network
builds an efficient coding by minimizing the redundancy in the data,
a criterion that tends to decorrelate the output activities. A related
procedure, the infomax principle, maximizes the information that the
output has about the input [2]. Several authors [9, 10, 11, 12] have con-
sidered the maximization of the mutual information in a linear channel
with noise and, under some h}/pothesis they exhibited a solution for
the optimal couphnos These works, however, leave several points to be
clarified, such as the details of the solutions and their stability, and the
role played by the different possible constraints imposed on the synaptic
configurations,

In this work, using notions derived from information theory, we char-
acterize the optimal solutions for the synaptic configuration. In par-
ticular, we determine the family of synaptic couplings that maximizes
the mvtual information between input and output distribution. This
optimization is performed under different assumptions on the allowed
synaptic configurations. We study analytically in detail the dependence
of the solutions on input and output noises in the case in which the in-
put distribution is gaussian. For this case we perform a rigorous stability
analysis of the solutions. A brief account of preliminary results in this
direction has been given in [13], while a full account of the calculation
is given in [14].

H

HT MODEL

On general grounds, an information channel, transforming an in-

put (source) set of units (f {&1,...,¢x} into an output set Vo=

\

{¥1,...,¥,}, can be characterized by the mutual information 7 given
by
Lo SR P(V. &) - .
I(V,8) = / PV, &) log *E—@‘)? dgdv, (1)
PV)P(E)

where we use the same symbol P to denote the different probability
distributions. For details about information theory see, e.g., [15].
We consider a situation in which the actual realization of the infor-

meation channel is a neural module, as Figure 1 illustrates. The element
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P(V): output . . ’ ’

P(V|£€): noisy channel

noise ¥

P(¢): information source ‘ O ‘

¢

Figure 1: The neural network as information processor.

Ji; of the px N matrix J connects the input unit £; to the output unit V;;
for later convenience we define the N-component vectors Ji i = ,...,p:
the elements of J; are the connections Jizy3=1,..., N, from all the in-
put units to the i-th output. We consider only the case p < N.

The input and output variables, gand 17, take on continuous values,
and we assume a linear transfer function for the neurons in the limit
of noiseless channel. In the presence of channel noise, characterized by
a parameter b, we assume that the conditional probability distribution
P(V¢) is the gaussian given by:

2

G \ToLms) e O

- 1
PVIE) = (oo

0"|l—-l

3 €Xp

that gives a linear deterministic channel for b — 0. This expression has
to be modified if there is also an input noise. We assume that there is an
additive gaussian noise ¥ in input, such that the input to the j-th input
unit is €; + v;, with &/ uncorrelated with 5 <y >=0, <y >=0,
< v >= {bo/2)b;;. In this case (2) is zeplaced by:

- 1
PV = /7P detjbl, +boJ JT]
. exp {— (x? - Jg) (b1, + bt J7] 7 (i? - J{)} . (3)

where we have adopted matrix notation; 1, is the unit matrix of dimen-
sion p, and J7 is the Nxp transpose matrix of J.
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We must make assumptions about the environment; we assume that

the input distribution is a gaussian, characterized by the correlation
matrix C defined by < & >= (1/2)C Z-k Since 7 will not depend on
< & >, we also assume for simplicity < & >= 0. Therefore we have:

—

P(§) = exp (€ ¢ 1) (4)

1
vVl det €

Now the output probability distribution P(V ), needed for the computa-
tion of 7, can be easily computed. Finally we obtain the result for 7,
which is:

1 det[dl, + J(boly +C)J7
2 8T det[b1, + bos 7]

(5)

The base of the logarithm simply determines the scale of 7; we can
therefore take the natural logarithm.

We limit ourselves to a discussion of the properties of the J con-
figurations maximizing 7, focusing in particular on the effects of both
input and channel noise. We do not consider here any particular dy-
namics leading the Js to the maxima. Several authors (see, e.g., [3]
and references therein, and [2]) have discussed a possible biological rele-
vance of maximizing the mutual information in early sensory processing
pathways.

It can be casily seen that, if & # 0, Z grows asymptotically (to a
finite value if by # 0 or to infinite 1f by — 0), provided the Js are al-
lowed to grow without limit. To cope with the general case, in order to
maximize 7, we need therefore to limit the growth of the Js; a possibil-
ity is to redefine the cost function of our optimization problem adding
damping term: T — T = T — (p/2)Tr(JJT), where p is a
positive parameter; this added term can be generically interpreted as a
tendency of the connections J;; to “forget”. Another possibility is to
impose a constraint on the Js that prevents their unlimited growth; we

: “penalty”

analyze the case in which a real constraint is iinposed ou the Js, namely
a global constraint of the form El] 7 = ¢, where ¢ 1s a constant. We

an then have an indication on how ‘(he features of the optimal solutions
we find, depend on the particular strategy that we choose to limit

the growth of the Js.

We will show few details about the caleulations for the damped case,

. Tor the case of the global constraint, we will ouly show the differ-
ences from the first case.
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For the damped case the function to be maximized is now:

=1 det[bl, + J(boly +C)IT] 1 7
T=-1 P — —p1r(JJT). 6
2 8T etlol, + boJJT] T (6)

We note the important property that both Z and Z are invariant under
orthogonal transformations J — AJ, where A is any orthogonal pxp
matrix. This means that the points corresponding to a given value of 7
cover an hypersurface in the Nxp-dimensional space of the Js, and that
they are connected by orthogonal transformations. We remark that the
transformations A are not rotations in the space of the N-dimensional
vectors fi, but act on the p-dimensional space of the columns of the
matrix J. This invariance property is used throughout all the derivation
of the results. To find the maxima of 7 we first look for its fixed points,
and then, by a stability analysis, we determine which of these fixed points
are maxima. Hach fixed point is actually an hypersurface, due to the
invariance property.

Fixed Points

The fixed points are given by the following matrix equation:

oI oI
— = — —pJ =0. 7
o7 a1 " ()
Computing the derivative of Z we find, after some rearrangements:

JC = (b1, +bod JT)p + JCTT (b1, + boJIT) 1 Tbo + JCTTpJ. (8)

Now define I' as the subspace of RN spanned by the vectors J:-, 1=
1,...,p at a fixed point (the dimension of I' is so far unspecified); then
consider an N-component vector X € I't and right multiply (8) by X;
from the fact that JX = @ by definition, we obtain:

JCX =0=CX €T, (9)

This means that I't is an invariant subspace of C; since C = C7 this also
means that I’ is an invariant subspace of C. So our first result is that
at the fixed points the vectors J; lie in a subspace spanned by (a so far
unknown number of) eigenvectors of C.

It can be proved that, at the fixed points, the same orthogonal trans-
formation simultaneously diagonalizes the symmetrical pxp matrices JJT
and JCJT. Therefore, in any hypersurface in J space where 7 is an ex-
tremum, there is a point (apart from permutations of the vectors J:),
where the matrices JJT and JCJT are both diagonal; we can loosely say,
for short, that when we are at this point we are in the diagonal base. We
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continue the study of the properties of the extrema of Z in the diagonal
base. In this base JJT — D and JCJT — D!, where D and D! are
diagonal pxp matrices; we denote their elements by: Di; = &;; fi, and
D}j = 6,; ;. Notice that f; = Hf;”z in the diagonal base. We right mul-
tiply (8) by J7, and write the resulting equation in the diagonal base,
to obtain:

D' = (b1, + beD)pD + D' (b1, + boD) " "beD + pD' D. (10)

It can be proved that in the diagonal base the vectors J; are eigenvectors
of C corresponding to eigenvalues Ax(;y, and that a; = Ag(;) fi. The value
k(i) i1s so far arbitrary, the only condition being that different : are
associated to different %, since JJ7T is diagonal. The eigenvalues of C,
all positive, are numbered such that Ay > Az > ... > Ay > 0. Now (10)
gives an equation for f;. For each 7, this equation always admits three
real solutions; one is always zero, one is always negative, and the third
is positive if:

if this expression is not satisfied also the third solution is negative. Since
negative solutions for f; are not acceptable, we are left, for each 7, with
a choice between the solution f; = 0 and the positive solution, provided
{11) 1s satisfied. The appropriate choice to be made is determined by
the stability analysis.

Stability Analysis

We give in the following an outline of the procedure, omitting the details
of the heavy algebra involved.

To determine, among the fixed points, the maxima of T, we perform
a stability analysis. More precisely, we write the matrix expression

A

A= —= — —
oJ aJ

oJ, (12)
where AJ is a finite variation of J in which each element J;; changes by a
quantity equal to the component of the gradient of 7 on the axis labeled
by (i, 7) of the Nxp-dimensional space of the Js. In (12) we substitute
for J the generic fixed point plus a small perturbation, i.e., denoting by
Jo the generic fixed point solution, and by ¢ the perturbation, we put
J — Jo+¢. We linearize the resulting equation keeping only the terms
of the first order in the perturbation; we then project the variation of
J onto the possible directions in J space and verify in this way if that
fixed point is stable. As before, we work in the diagonal base.

We multiply (12) by a complete base of the N-dimensional space,
thus exhausting all the possible directions in the J, Nxp-dimensional
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space. For convenience we divide the process in two steps: first we
project onto a complete base of I't and then onto one of I'. At the end
of this analysis we can determine which of the fixed points are stable.
In the next subsection we show the characteristics of these stable fixed
points.

The Stable Fixed Points

We define the number m, determined by the number g of eigenvalues of C
which are greater than pb: if ¢ < p, then m = g, otherwise m = p. Above,
studying the generic fixed point, we have seen that, in the diagonal base,
each f; is associated with an eigenvalue Ag(;) of C; besides, if pb < Ay
we have the freedom to choose f; = 0 or f; > 0, otherwise only the
solution f; = 0 exists. The stability analysis show that the stable fixed
points are those for which:

e In the diagonal base, m vectors J: are assoclated with Ar,..., A,
and the corresponding f; are positive; if m < p, the remaining
(p — m) J: are zero. All the other J configurations where T is
maximum can be reached performing an orthogonal transformation
J — AJ. As a consequence, in a generic base, p — m vectors fl
are linearly dependent on the other m. The conclusion is that the
vectors J:, t=1,...,p lie in a subspace ' spanned by the first m
eigenvectors of C.

It has to be noted that when the channel noise b increases, higher and
higher principal components are destabilized: in the diagonal base more
and more vectors J; go to zero, while in a generic base the decrease of
dim I' shows up by the decrease of the number of linearly independent
vectors. In particular, when pb > Ay, all the vectors J; are zero. The
input noise bo is not relevant in the determination of the noise thresh-
olds, but only in fixing the value of Z, in particular at the maximum.
Another point to be noted is that in the diagonal base the output dis-
tribution p(V) is factorized, and the non-zero J; produce at the output
the projection onto the principal components of the input distribution.
In Fig. 2 we show, for the optimal network, in the diagonal base, the

output distribution p(T?) and the conditional distribution p(V|E)
The Global Constraint

Now the function to be maximized is T itself, but under the constraint
Zij ij = o, that means that the sum of the square moduli of the vectors
.fl, ceny ]_;, 1s constant. We notice that the expression which is to be kept
constant can also be written as TrJJ7T; from here we see that, like Z,
this quantity is invariant under any orthogonal transformations A. This
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igure 2: Case m < p. First row: the output activity distribution;

=

secend row: the conditional distribution of the output for a generic &.

s the possibility to study the fixed points in the diagonal base, as in

damped case.
To find the fixed point we have to solve the equation:

o1
57

r pis a Lagrange multiplier, needed to satis
‘o
10

—pJ =0, (13)

the constraint.
proceeds as before. The conclusion for the stable fixed

t emphasized with the black dot in the previous
> 1s 111 the dependence of the value of m on the

.“
l

Without showing the cumbersome expression
we point out the most relevant feature:

creasing b starting from & = 0 (or from an arbitrarily
! rosit Ve Va?ue if by = 0, to avoid 7 — co), one crosses succes-
p — 1 thresholds, In each cne of which the dimension of the
space spanned by the vectors J; decreases by one, starting from p
't the end the dimension of the space is one (as expected, at least
nust remain positive to satisfy the constraint). At fixed b, and

increasing b starting from by = 0, the situation is the following.

For by = 0 the dimension of the space spanned by the vectors J;

doc 1ds on the value of b; it can be computed that the dimension
—p

< (G)\ V=237 % 3;)- Increasing bo one crosses succes-

thresholds at which the dimension of the space iiicreases

3 one up to the value p.
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To summarize, the maximization of 7 under the global constraint
leads to J configurations that have the same general properties as in the
damped case. The main difference is in the determination of the noise
thresholds, where the dimension of I' changes. Now both the channel
and the input noise, b and bg, are relevant.
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Abstract—

Discrete-time models whether linear or nonlinear, often implicitly use the shift operator
to obtain input regression vectors. It has been shown recently that the significantly better
performance can be obtained in terms of coefficient sensitivity and output error by using
alternative operators to the usual shift operator. These include the delta and gamma opera-
tors. In this paper we introduce second order pole-zero operators which have more general
modelling properties than those previously considered. We provide some observations
on the behaviour of the operators, considering representational issues and convergence
chacteristics in particular.

1 INTRODUCTION

In neural networks applied to signal processing applications, various approaches have
been proposed to combine the usual linear filtering methods with the nonlinear function
approximation capabilities of neural networks. A common method is to simply intro-
duce regression vectors ! defined as u(t) = [u(t), ..., u(t — M)]7 for some input signal
u(t), to a network architecture such as a multilayer perceptron. This is equivalent to
prefiliering the input data by linear filters. An extension of this approach is to allow
linear filters to be used in each of the synaptic connections in all layers rather than just
the input layer. [3, 4, 33, 34].

Agarwal and Burrus [1] proposed the use of an alternative discrete-time operator to
replace the shift operator. Their idea was to introduce the delta operator defined as § =

251 where A is the discrete-time sampling interval. Since then, this operator has been

considered in linear filtering, estimation and control [13, 21, 22, 32].
Recently, de Vries and Principe [10, 113, have proposed an approach to modelling time
series data, where instead of a simple time-delay input window constructed by means

of the usual backward shift operator (defined as 2~ z(¢) = z(t — 1)), first order filters,
called gamma filters, have been proposed. The gamma operator is defined as v =
(z= (1 =¢))/e.

An extension to the basic gamma operator by introducing complex poles, was given by
[29]. In this case, the second order operator is derived by considering the usual gamma
operator and replacing a shift operator function and feedforward gain within the gamma
operator by the initial gamma operator function. This results in an operator having a
zero at z = 1 — ¢, and a possible pair of complex conjugate poles. This operator is
defined as

C1 [Z — (1 ha Cl)]

[Z - (1 - Cl)]z -+ c2c%

Y2 = 08}

The term regression vector is used in system identification literature 1o denote the input vectors.

0-7803-2739-X/95 $4.00 © 1995 IEEE
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where ¢;, ¢ = 1,2 are paramciers of the v, operator. The results in [29] indicate
some success with this method, however it was observed that a multimodal mean
square error surface may occur in some modeling situations. In order to overcome
this, 2 subdivision search strategy was proposced, allowing the operator coefficients to
be trained firsi, followed by the neural network, and then finally training all weights
simultaneously.

In the 4, operator proposed in [29], while therc may be a complex pole pair within
the unit circle (if (1 — ¢1)? + ¢y < 1), there is only one zero which lies on the real
axis. This means that the operator is oniy capable of producing either low pass (for
0 < ¢; < 1), or high pass filtering characteristics (1 < ¢; < 2).

In this paper we introduce first more general second order operators. Some pertinent
observations are made on the bchawou of some of operators which are capable of
providing a more general transfer function characteristic (viz, bandpass, bandstop,
noich).
1t is useful 1o define some criteria for selecting one operator over another. A first-choice
for this has been the improvement in mean-square output error (MSOE) obtained by
using the operator in a learning algorithm [6, 13, 26, 27]. The precise reasons for
the improvement in MSOE improvemcn[ still requirc some elucidation. It is known
that a large eigenvalue spread will lead to poor convergence of parameters in on-
ling estimation, while significant off-diagonal elements can causc a convergence to a
n-optimal point [15].
In the development in [15] it was assumed that the operators contained no adaptive
1C1ETS. Plowmrel7 in this paper, we propose to consider the implications of using
range of possible operators, specifically, we are interested in the use of second
orr:e:' pole-zerp operators, and (ii) allowing the operators to have parameters which
e may *“qure to be adjusted on-line. Further, we arc concerned with issues in
1d cntification of nonlinear dynamic models, which consists of some linear dynamic
{preg racess*m) stage, 1.€., this is usnally a time-delay input window, but in our
cenire the discussion on using allernatives to the shift operator; followed by a
1elwork structure and possibly ﬂddmonal dynamic structures.
In this paper we consider representational issucs of the operaiors and somge initial
: 101 s of the convergence chacteristics of the operator models. The issue
e of excitation of the input signals is raised, and how it rclates to the
of nonlincar neural network models. We indicate conditions under which
c,n:ruxon applies Io lmca; dynamlc paﬂs of neural nctwom models

(D»

umwork sm;cmma bul rathcr a subclass Of modcls which mcludes
{in particulas, input preprocessing) sections. The general problem of
,ﬁimim for neural networks has not been discussed widely, and there
nown resulis.

r aims of this paper s to show that there is a need to consider carefully,
g op 3 LO.{S mvn in m ov-erall cmvcmencv of mﬂ bnca,r d/nmmcs ina
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where v~ is a generic operator. This operator may be defined as v™* = {z7%, § 7%,
y~%, 7'}, which are the shift, delta, gamma, and gamma(2) operators respectively.
The forward equations for the model are

M
gt = > biu(t) @
7=20
where we define
w(t) = () )
w@) & vlul(t) (6)

Thus we can define the regression vector u(t) = [w(t), v 1u(t), ..., v~ Mu(t)]7.

2.2 Nonlinear Multilayer Models

A nonlinear model may be defined using a multilayer perceptron (MLP) with the v-
operator elements at the input stage. This model is termed the v-operator multilayer
perceptron or MLP(v) model. An MLP(v) is defined in the same manner as a usual
MLP with input vector u(t).

2.3 Operator Preprocessing Stage

In this paper we focus on the effects alternative discrete-time opcrators have on the
covergence of model parameter estimates during learning. The model parameter es-
timates we are primarily concerned with in the first instance are those of the linear
dynamic sections in the model. Our conjecture is that in terms of obtaining a good
nonlinear dynamic model, it is necessary to properly model these sections in order to
obtain a good nonlinear model, and that the issue of persistence of excitation normally
considered for linear model estimation also requires consideration in this framework.

Itis known, (and described in more detail later), that model convergence is strongly de-
pendent on the conditioning of the covariance matrix R, of the regression vector u(t).
The regression variables we consider are obtained from the output of the operators?. In
particular it is shown that the spectral characteristics of the operator v(z, #) influences
the conditioning of R,,. For that reason we propose a general operator capable of
providing arbitrary location of poles and zeros. A general operator model to do this is
defined by

N
(z - ﬂz 5 )

= [[—= ()

el G ozl)(z —of)

where «;, 3; are the complex poles and zeros. Interestingly, a version of this operator

has been proposed in the context of frequency transformations for digital filter design

[9], where the transformation is all-pass and the unit circle is mapped onto itself. In

our development, we will primarily consider the special case where ¢ = 1.

2As a means of simplifying our approach to convergence in both the operator and other possible linear
dynamic section in the neural network, we assume white gaussian noise input to the system, and consider a
nominal regression vector consisting of only the operator outputs.
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The operator structure we consider therefore is defined as

1 z2+7’zczz+7°§
pE e ®
2+ rpCpz + 5
where rp, 7, are pole and zero radii respectively, while the pole frequency and zero
frequencies are given by w; = arccos (¢;/ — 2)i, i = z, p. In contrast to allowing only
low pass or high pass spectral characteristics as is the case for the gamma(2) operator,
this pole-zero operator allows arbitrary positioning of complex conjugate poles and
zeros and can therefore implement bandpass, bandstop, notch filters etc.

5 OBSERVATIONS ON THE BEHAVIOUR OF THE OPERA-
TORS

3.1 Algebraic Operator Constraints

The following observations are made concerning the pole-zero characteristics of the
operators under consideration. These results are relevant in understanding possible
convergence problems discussed in the following section.

©.1 A single ~,;-operator is not capable of producing complex zeros. However, com-
plex zeros may be obtained in the overall model through the interaction of the
operator elements.
By inspection, in the vy, -operator transfer function in (1), it can be seen that since
c1 € ¢, the zero must be on the real axis.
Is there a relationship between the real axis zeros, and the poles 7 This question
is answered in the following observations.

0.2 The v,-operator has a single zero given by 2 = (1 — ¢1), and poles given by p1 2 =
(1 —c1) = jei/ea. Thus, the poles and zeros are constrained to move identically
in terms of the real axis coordinate.

0.3 The poles and zero of the y,-operator are constrained such that increasing ¢;
causes a decrease in the position along the real axis of the poles and zero, but
simultaneously causes an increase in the imaginary axis coordinate according
to the square root of the coefficient. Adjusting ¢, affects only the imaginary
component of the poles, however this results in a simultaneous shift in the

radius and angular position of the poles, where » = /(1 — )2 + ¢fcp, 8 =
arctan( cl‘%f). Coefficient adjustments therefore affect the poles and zeros in a
nonlinear and nonsymmefric manner.

.4 The poles of the y,-operator will occur in a complex conjugate pair for ¢; # 0.

0.5 The angular frequency and radius of the p-operator poles and zeros are inde-
pendently adjustable. Thus, learning algorithms are able to perform pole-zero
updating directly if required, rather than coefficient updating.

0.6 Second order p-operators can be structured in a coupled-form [17] to allow low
sensitivity between cocfficients and pole/zero positions.

0.7 The p-operator may be constrained in numerous ways in order to obtain specific
frequency domain characteristics, e.g. a notch filter is obtained as

o] _ zz—l—cpz+ 1
noteh 24 rpcpz + 7

©)
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It is possible to make the following observations about the notch operator in Observation
0.7:

0.8 Complex conjugate pole pairs are defined for the p5, ¢ cn-Operator, when —2.0 <
¢ < 2.0. A pole on the real axis occurs when —2.0 > ¢ > 2.0.

0.9 A i, ,t01-0perator which models poles on the real axis will be nonminimum phase.
Thus the p,0:cn Operator model is likely to have difficulty in learning inverse
models of systems which have real axis poles.

This is shown as follows. Consider the system polynomial B(z) = 22 4+ cz + 1.
We wish to find conditions of nonminimum phase for ¢ # 2.0. Let the zeros

of B(z) be given by zg = 0.5(—c £+ /¢ — 4.0). Hence let the zero radius in
the complex plane be r, where r? = 0.25(c* + /¢ — 4.0). Thus, for ¢ > 2.0,
72 > 1.0 and the property is evident.

Viewing the root locus plots of the operators as a function of the operator variables would
indicate these properties more clearly. There are fundamental differences between how
the y2-operator and the u-operator model zeros on the real axis. It would be of interest
to understand how this difference relates to modeling systems which require a pole on
the real axis.

3.2 Convergence and Persistent Excitation Conditions

We now move our attention to considering the convergence aspects of the operator
models. For a multilayer network with an input time delay window, it can be easily
shown that the time-delays and weights going to each node in the first layer form
separate FIR (finite impulse response) filters G;(z) 7 = 0, ..., N} from the input signal
z(t) (uo(t) = z(t), to the outputs y; (¢), the activations of the N, first layer units.

As in the usual system identification approach [19], we make the assumption that the
dynamics of the model must approximate that of the system sufficiently well in order
to obtain a good approximation. This may not be strictly true due to the action of the
nonlinearities in the network, and the magnitude of the incoming signals. However for
the purposes of our discussion, we restrict the analysis to this “tighter” assumption for
the following reasons.

In the course of this analysis, we assume that there may be dynamic filter structures
either within the network structure itself (e.g. such as in locally recurrent networks),
or occuring after the output of the network. Further, it is likely that there will be some
neurons in network structures which do operate in the linear regions for some periods
of time whether due to the input signal amplitude, or the input weights.

Thus, we stress that for instances where the neurons are driven well into the nonlinear
range, the considerations we present in this paper are not necessarily directly applicable.
We conjecture however, that in order to model nonlinear dynamic systems appropriately,
it is necessary to consider the implications of persistence of excitation associated with
the linear portions of the overall model. We consider that the assumption that the
nonlinear components of, for example, an MLP model with dynamic input structure,
and possibly some dynamic output structure, will cause there to be no need to admit
persistence of excitation conditions to the overall model convergence results, to great
to make at this stage. In fact, it is has been observed in the course of simulations of
dynamic locally recurrent networks, that in many cases there are units which perform
only linear processing [8]. Thus there is evidence to suggest that in modelling “block-
oriented" nonlinear systems (i.e. constructed of discrete linear and nonlinear functional
blocks) [7] using dynamic neural networks, it will be necessary to consider convergence
aspects in this framework. The principles of analysis presented here can be regarded
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A relationship can be found between the power spectral density S(w) of the operator
transfer function H(z). It can be shown [18] that

Amaz(Ruy SmaxgHg“’D
X(Ruu) = /\m;n(Ruu) S Smtn(H(w)) (13)

Thus, the covariance matrix R, can become ill-conditioned from certain types of
operators are used. For example, if H(z) has zeros on or close to the unit circle, or
Smin — 0, then Apin — 0, hence x(Ryy) — 0.

The following property has been derived by Stoica [28] which is particularly relevant
here.

Property P.3 [31]

For y(t) = H(z)z(t), if H(z) has zeros on or close to the unit circle, then the M x M
covariance matrix R,, will be ill-conditioned for large values of M [28].

Although the above conditions apply to all linear operators, there may be some advan-
tage in using second order pole-zero operators, in the sense that complex conjugate
poles and zeros can be directly and easily modelled. This direct control over the fre-
quency response characteristics means that we can better manipulate the eigenvalue
spread of the covariance matrix, given some particular input signal. This would allow
better convergence properties to be obtained.

4 IMPLICATIONS OF THE OBSERVATIONS

In this section we present examples of the implications of the convergence analysis
properties described in the previous section. It is possible to foresee problems that
could arise in either of the following circumstances:

1. The incoming signal is not persistently exciting.

2. The operators have zeros at locations on the unit circle which cause the operator
output signal u; () to lose persistence of excitation.

3. Either or both of the above conditions cause the covariance matrix to become ill-
conditioned.

Example 1.

Suppose we have an operator H;(z~") with small S,,,;,,, or the incoming signal resulted
in a small S,,;,, then this will cause poor convergence. From this we conclude that
some caution may need to be exercised in using filters for operator structures resulting
in this condition.

Example 2.

Suppose we have a number of cascaded operators H;(z~!) (i=0,1,..M) each of pos-
sibly differing filtering characteristics associated Sy,;,. If one operator £ has a small
Smin, then this will result in a “flow-on” to all succeeding operators, resulting in poor
conditioning of all R, ., for ¢ > k.

Example 3.

Suppose a criterion other than persistence of excitation is used to select H;(z), e.g.
mean square output error of the model. We raise the question of whether it is possible
to lose persistence of excitation while adapting the operator parameters. This issue
does not appear to have been considered directly in the literature.

Our interest is in introducing a broad set of principles which can govern the use of alter-
native discrete-time operators. The preceeding discussion indicates broad conditions
which need to be placed on the design of operators.
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[ p.. pp will also be required during operator parameterization. Perfor-
approach is currently being explorcﬁ

ection, we present numerical examples indicating the difficulties encoun-
s of the ill- (‘OTldl.]Oﬂvﬂ nature of the covariance matrices R,,.

5 NUMERICAL EXAMPLES

rj ication of the variation in conditioning that can occur in the covariance ma-
show the variation of x(Rugu,) aﬂamsf variations in the operator parameters
. For the purposes of this experiment, we assumed an FIR input stage, with
nd use resulis obtained over 1000 sample points.

examples presenied indicate the large variations in conditioning possible within
perator structure. Further, it is evident that sometimes guite small changes in the
pafnm cters result in large changes in the condition number of the covariance
. Itisof interest to note mu, the po‘P zero model allows much smaller eigenvaluc
for some parameter regions than any of the other operators. By comparison, a
DETator obtained an cigenvalue spread of 1136 for the same experiment.

uestions which we have identified are:
sclect operators which result in the smallest possible eigenvalue spread ?

choose H () such that any learning algorithm will always seck to obtain a
cy Uzmsfomwop which seeks to minimize the covariance matrix eigenvalue
ead 7 Further, is it possible (¢ always choosc an operator structure such that the
igenvalue sprea c is small ? In other words, is it p0551blc to guarantee that such models
will always exist 7 Further work is required in this area, (¢ understanding these issues
in the context of neural networks.

=

*Note that this is in itself, a special case of an altemative operator.
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Figure 1: Condition number for data covariance matrix R,o,0 VErsus varying operator
pole parameter: (a) Gamma Operator (vary co), (b) Gamma(2) Operator (¢; = 0.8,vary
¢o), (¢) Gamma(2) Operator (vary ¢ linearly, vary ¢; to maintain constant pole radius
r = 0.9), (d) Pole-Zero Operator (r, = 0.5,w, =037, 7, = 1.0, vary w,).

6 CONCLUSIONS

Recently, novel input structures have been proposed to replace the usual time delay
(shift) operator commonly used to map time-varying signals to neural network archi-
tectures. Various advantages have been demonstrated for operators such as the Gamma
operator [12] and the delta operator [21].

We have proposed a general second order pole-zero operator structure allowing complex
poles and zeros to be independently adjusted. Various aspects of the operators have
been considered, including an initial analysis of persistence of excitation conditions
applicable to the (linear) input preprocessing stage to a neural network model. Results
have been presented which indicate that the choice of the operator structure is vital if
proper convergence is to be obtained in the linear dynamic sections of the model. Some
advantages of the pole-zero have been indicated.

In future work we propose that it would be of some interest to closely examine how
the operator parameters can be adjusted while maintaining well conditioned covariance
matrices. This would enable us to exploit the variable parameters in the operators, but
with some possible trade-off. It would also be particularly interesting to consider this
development in light of the type of error surface analysis performed by Principe et. al.
[26].
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Abstract

We consider the problem of how to incorporate prior knowl-
edge in supervised learning techniques. We set the problem
in the framework of regularization theory, and consider the
case in which we know that the approximated function has ra-
dial symmetry. The problem can be solved in two alternative
ways: 1) use the invariance as a constraint in the regulariza-
tion theory framework to derive a rotation invariant version
of Radial Basis Functions; 2) use the radial symmetry to cre-
ate new, “virtual” examples from a given data set. We show
that these two apparently different methods of learning from
“hints” (Abu-Mostafa, 1993) lead to exactly the same analyt-
ical solution.

1 Introduction

Lack of examples is very often responsible for poor performances of learning
algorithms. In many cases it 1s difficult, if not impossible, to collect additional
data, leaving us with unsatisfactory solutions. However, it is often the case
that not only the examples but also some prior knowledge on the learning
target are available. Examples of prior knowledge are smoothness, invariance
with respect to transformation groups (such as rotations or reflections) or
information about time and/or space scale. Most of the existing learning
schemes do not make use of prior knowledge, and therefore provide subopti-
mal solutions that do not fully exploit the amount of information available.

One major contribution to this topic has been given by Abu-Mostafa
(1993) who developed a methodology for integrating different kinds of “hints”
(prior knowledge) into the usual learning-from-example procedure, and re-
lated them to the well-known concept of VC-dimension (Vapnik, 1982). Abu-
Mostafa considers, among other things, the case in which the function that
has to be learned is invariant with respect to certain transformations. In this
case he argues that the “hints” can be represented by new examples, gener-
ated from the existing data set by applying transformations that are known

0-7803-2739-X/95 $4.00 © 1995 IEEE
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to leave the function to be learned invariant. This approach can be applied

independently of the learning technique that is used: the learning technique
remains the same, and the data set is augmented with new, “virtual” exam-
ples.

An alternative approach consists in leaving the data set unaltered, but to
use the prior knowledge to modify an existing technique to ensure that the
approximated function has the desired invariance properties. This approach
1s clearly related to the creation of virtual examples, but 1t is not obvious
that provides the same result.

In the following we apply this alternative technique to the case in which
the prior knowledge consists in knowing that a function is radially symmetric.
The approximation technique we consider is Radial Basis Functions, because
it can be derived as the solution of a functional minimization problem, in
which prior knowledge about the smoothness of the function is already used.
The presence of a functional to be minimized makes easy to introduce the
additional prior knowledge as a constraint over the domain of the functional,
and will let us derive an analytical solution, that is as simple as in the Radial
Basis Functions case.

Interestingly enough, the solution derived in this way is exactly the same
that is obtained if the prior knowledge is used to create virtual examples,
showing that the creation of virtual examples is the “right” thing to do, and
providing another step in a rigorous mathematical analysis of the technique
of virtual examples. Before describing these results we first briefly review the
regularization theory approach to function approximation.

2 Regularization Theory and RBF

Suppose that the set D = {(x;,4) € R* x R}, is a random, noisy sample
of some multivariate function h. The problem of recovering the function
h from the data D is ill-posed, and can be formulated in the framework
of regularization theory (Tikhonov, 1963; Wahba, 1990; Poggio and Girosi,
1990). In this framework the solution is found by minimizing a functional of
the form:

N
H[f1 =3 (Fx) = w)” + Xelf] - (1)
i=1
where A is a positive number that is usually called the regularization parame-
lerand ¢[f] is a cost functional that constrains the space of possible solutions
according to some form of prior knowledge. The most common form of prior
knowledge is smoothness, that, in words, ensures that if two inputs are close
the two corresponding output are also close. We consider here a very general
class of rotation invariant smoothness functionals (Girosi, Jones and Pogglo,
1995}, defined as
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o= |, dsier

where ~indicates the Fourier transform, G is some positive radial function
that tends to zero as ||s|| — oo (so that % 1s an high-pass filter). We consider
here for simplicity of subsequent notations the case in which G (the Fourier
transform of é) 1s positive definite, rather than conditionally positive definite
(Micchelli, 1986), and therefore is a bell-shaped function. It is possible to
show (see the paper by Girosi, Jones and Poggio, 1995, for a for a sketch of
the proof) that the function that minimizes the functional (1) is a classical
Radial Basis Functions approximation scheme (Micchelli, 1986; Moody and
Darken, 1989):

N
f(x) = ZciG(x—xi) (2)
i=1
where the vector of coeflicients (¢); = ¢; satisfies the following linear system:

(G+Ae=y (3)

where I is the identity matrix, and we have defined the vector of output
values (y); = y; and the matrix (G);; = G(x; — x;). Classical examples of
basis functions G include the Gaussian (G(x) = exp(—||x||*)) and the inverse
multiquadric (G(x) = (1 + ||x]|2)"2). In the next section we will show how
to embed the prior knowledge about radial symmetry in this framework and
we will derive the corresponding solution.

3 Regularization Theory in Presence of Ra-
dial Symmetry

In the standard regularization theory approach, the minimization of the func-
tional H[f] is usually done on the space of functions ® for which ¢[f] is finite.
If additional knowledge on the solution is known, that can be used to fur-
therly constrain the space of solutions. If we known that the solution is a
function with radial symmetry, then we can restrict ourselves to minimize
H[f] over ®[\R, where R is the set of radial functions. The problem we
have to solve now is therefore the following:

N

fegliﬁRH[f] = fefi‘iﬁn ;(f(xz') —ui)? + Aglf] - (4)

We now notice that any functions in R uniquely defines a one dimensional
function f* as follows
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notation and standard results from Fourter theory, we can represent

£ by their J kel transform (Dautray and Lions, 1988)

(6)

tnber, Ja o 1s a Bessel function of 111<~ first. kind

1951 and A/\’"(s) is defined by f(s) = (Ha” he

be thought as a functional of sy, and 111(—*
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the basis function H does not have a friendly look. notice the sim-
the solution (7) with the standard solution (2). In both cases the
1 netion is a linear superposition of basm functions, and
1 for cach data point. From the computational point
Le coefficients ¢; are found by solving a linear system,
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< (H)ip = H(l[=d] ]

.\'mhﬁ\son s obtained by placing a “bump” 11111("11011 at each

i) However, while it 1s clear

ation s not cvident from the solution (7). As the
soa very stimitlar thing happens indeed. and this will

!
cxt section, when we will discuss the creation of “vir-

et us consider the very common case in which the basis fune-

ussian. In this case iti TFourier transform 1s also a Gaussian,

() = ex

herefor p
aelshieoin and Ryzhik, 16

-1
th
(—s2). The integral of eq. (8) can be performed
98

1), to obmn the following form for /7:

]

| ]y = oI H”[%_

(9)

s the Bessel function of first kind of imaginary argument {Grad-

v Bvzhik, 1981, par. 8§.406). A plot of this function in 2 dimensions
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Figure 1: The basis function H(||x||, ||x:]]), for x; = (2, 0).

is presented in figure (1), where we have set [|x;|| = 2. Tt is clear that this
function is a radial “bump” function, whose bump is concentrated on a cir-
cle of radius ||x;{]. Any radial section of this function looks like a Gaussian

function centered at [|x;]|, providing a local, radially symmetric, form of ap-
proximation.

4 Radial Symmetry and “Virtual” Examples

In this section we follow more closely the approach originally suggested by
Abu-Mostafa, and use the prior knowledge to generate new, “virtual” exam-
ples, from the existing data set.

Let D = {(x;,5;) € R? x R}, be our data set, and let us assume
that we know that the function A underlying the data has radial symmetry.
This means that f(x) = f(Rpx) for all the possible rotation matrices Ry
in d dimensions. Here # is a d — 1 dimensional vector of parameters that
represents a point of £,_1, the surface of the d-dimensional unit sphere. This
property implies that if (x;,y;) is an example of h, the points (Rpx;, ¥;), for
all @ € X;_1, are also examples of h, and we call these additional points the
“virtual” examples.

Let us now consider a standard Radial Basis Functions approximation
technique, of the form (2). Suppose for the moment that the function is
invariant with respect to a finite number of rotations Ry,,..., Ry, . Each
example x; will therefore generate n virtual examples Ry, x;, ... Rg, x;, that
can now be included in the expansion (2) together with the regular examples.
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It is trivial to sce that, because of the invariance property of I, the coeflicients

of the basis {unctions corresponding to the virtual examples will be equal to
the coefficients of the corresponding, original example. As a result we have
that eq. (2) has to be replaced by

~

) L(/ LCT X“R(;”Xj)

i=1 a=0

e

¥

where we have defined 0y = 0, so that Rg,x; = x;. We now relax the as-
sumption that the function is invariant with respect to only a finite number
of
stggests to replace eq. (2) with the following:

rotations. and allow # to span the entire surface Yy ;. The equation above

N
=% ¢ / dQ41(0) G(x — Rex;) (10)

i1 Ya-y
where d£2,_1(0) 15 the uniform measure over X4_1. Using the Hankel repre-

sentation (6) for the radial function G in eq. (10), the integral over 5, can
be performed. and provides the result:

N
. A .
Jx) =) eIl (1=l

i1
where H([|x]]. |]x;]]) is given precisely be expression (8)! From this derivation
it is clear that the basis function H (||
Gaussian functions, whose centers umfonnl\ cover the surface of the sphere

J||=:]D) 1s an infinite superposition of

of radi
Thx,‘ 1
thing” to do, leading to the same result that one gets from the more “prin-

ore (ICdUng virtual examples seems to be, in a sense, the “right

apled” and sophisticated approach of regularization theory. The appealing
feature of the virtual examples technique is the fact that it can be applied in
very general cases, 1 which it might be impossible to derive analytical results

as the one derived 1n section 3.

3 \ Simple Experiment

A natural question to ask is how much improvement can be expected by
augmmenting the data set with “virtual” examples. A similar question would be
to ask, as considered by Abu-Mostafa (1993), what is the V(‘—(‘lhnension of the
approximation technique (7) once the prior knowledge is included. The case

we consider seems to be already complicated enough, since an 111ﬁmte number
of virtual examples can be generated by each example, but this is clearly
not equivalent to have an infinite number of examples, because the virtual
examples lie on a sphere and are not randomly distributed. This is clearly
a difficult problem, and should be studied theoretically and experimentally.
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We present here just one very simple example of how the technique works
and what kind of results we are looking for.

We consider a 2-dimensional case, in which the function to be approxi-
mated is A(x) = cos(||x||?). We used the standard Gaussian RBF technique,
and the corresponding technique (see eq. 7 and 9) that makes use of the
prior knowledge. An increasing number of examples, from 16 to 225, has
been generated by sampling the function h on a grid in the square [—1,1]%
The generalization error of the two techniques, computed on a test set of
400 data points also on a regular grid, has been plotted, in a logarithmic
scale, as a function of the number of examples (figure 2a). Notice how, in
particular for small number of data points, the two techniques differ in gen-
eralization error of orders of magnitude. Notice also that when the number
of data points becomes large the lower curve, the one computed using prior
knowledge, becomes extremely flat: we attribute this to errors encountered in
the numerical evaluation of the Bessel function Iy involved in the computa-
tion, that reaches values of the order of 10'%°, and would need a more careful
analysis. Although we have not addressed this problem yet, we do not foresee
major complications in doing it, and it should not become a limitation of this
technique.

In order to get a feeling of how much is gained by the use of virtual
examples we computed how many examples are needed for the two techniques
to achieve the same generalization errors. Let E3(N) and E;(N) be the
generalization errors of the standard Radial Basis Functions technique and
the one with prior knowledge respectively. The equation

Ey(N*) = By(N) (11)

implicitly define N* as a function of N: N* is the number of data points that
are needed, with no prior knowledge, to achieve the same accuracy achieved
by N data points with the prior knowledge. Using linear interpolation to
approximate E1(N) we evaluated N* as a function of N at a number of
points and reported the result in figure 1b. For example, it takes approxi-
mately 45 data point with the prior knowledge to obtain the generalization
error achieved by 225 data points without the prior knowledge. Since 225/45
= 5, we could interpret this result saying that each example generates an
“effective” number of virtual examples equal to 4 (5-1).

6 Remarks

We conclude the paper with few remarks:

e One could wonder how often in practice one has to approximate functions
with radial symmetry. Probably not often, but one of the goals of this pa-
per was to give an analytical treatment of the problem of creating virtual
examples, and set the basis for further results, of more immediate applica-
tion. Although it has been already proved that creating virtual examples
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reduces the VC-dimension of an approximation technique, it is not obvious
that this is strictly equivalent to including the prior knowledge as a constraint
on the class of “admissible” functions, that also reduces the VC-dimension
of the learning scheme. We plan to consider more complicated cases, of
more immediate application. Many real world problems are characterized by
invariance properties (Poggio and Vetter, 1992): faces are (approximately)
mirror symmetric objects, handwritten characters maintain their identities if
their images are rotated, scaled or translated in the image plane. Although
these transformations are more complex they all have the property of being
a group, and we plan to exploit this property in more details.

o We should notice that in the case considered here we used the prior knowl-
edge as a “hard constraint”, and force the solution to have a specific symmetry
property, but we could also consider the case in which we only favor solutions
with that property. This can be done in regularization theory by considering,
instead of the minimization problem (4) the following;:

N
min J(x3) —y:)° + AS[f] + el f 12
tnin ;( (x:) = 9:)* + AD[f] + @l /] (12)
where ¥[f] is a functional that penalizes functions that are not radially sym-
metric. This case has been considered by N. T. Chan (1995) in the one-
dimensional case, that is in the case in which the function is known to be
even. He considered the choices:

0o
W = / dz ([(z) - f(~2))’

[ee)

W) = Y () = f(=a)
=1
The last case is a weaker form of prior knowledge, because the constraint is
enforced only at the data points, but in both cases the solution is of the form:

N N
fla) = Z Gz — ay) + Z b;G(x + x;)

i=1 i=1
and therefore consistent with the creation, for each example (2;,y;), of a
virtual example (—a;, y;).
o Since radial functions are, after all, one-dimensional functions, one could ask
why not to use eq. 5 to state the problem in one dimension and use standard
regularization theory in one dimension. The reason is that we are ultimately
interested in computing a d-dimensional lunctional, whose smoothness prop-
erties are very different from the smoothness properties of the corresponding
one-dimensional function defined by eq. 5. Moreover, formulating the prob-
lem in one-dimension would be useless in the case in which we want to enforce
only a “soft” constraint as in the case of the functional of eq. 12.
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o It should also be noticed that it has been possible to derive analytical results
because in the Radial Basis Functions technique 1t is clear the role played by
the data points, since they explicitly appear in the approximating function.
The same kind of analysis is not possible if the approximation technique is
substituted with Multilayer Perceptrons, or some other nonlinear approxima-
tion technique in which the dependence of the solution on the locations of

the data points is much more involved and not known analytically.
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SPEAKER VERIFICATION USING
PHONEME-BASED NEURAL TREE NETWORKS
AND PHONETIC WEIGHTING SCORING METHOD
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Kurzweil Applied CAIP Center,
Intelligence Inc. Rutgers University,
Waltham, MA 02154 Piscataway, NJ 08855
ABSTRACT

A text-dependent speaker verification system based on Neural Tree
Network (NTN) phoneme model and phonetic weighting scoring
method is presented. The system uses a set of concatenated NTNs
trained on phonemes to model a password. In contrast to the con-
ventional stochastic approaches which model the phonemes by Hid-
den Markov Models (HMMs), the new approach utilizes the dis-
criminative training scheme to train a NTN for each phoneme. The
phoneme-based NTN is trained to discriminate the phoneme spo-
ken by the speaker with respect to those spoken by other speakers.
A weighted scoring method depending on the phoneme’s ability for
speaker verification is used to improve the performance. The pro-
posed system is evaluated by experiments on the YOHGO database.
Performance improvements are obtained over conventional tech-
niques.

1. INTRODUCTION

Recently, the speaker verification systems based on characterizing a speaker’s
password as a sequence of concatenating subword units represented by Hidden
Markov Models (HMMs) has been investigated [11, 9]. The subword based
model was shown effective in speaker verification tasks for password of con-
nected digits or a randomly prompted sentence. In the previous study [7], we
have presented a neural-network-based algorithm for text-dependent speaker
verification. In contrast to using HMMs, the algorithm uses a set of concate-
nated Neural Tree Networks (NTNs) trained on subword units to model a
password. The discriminative training is performed in each phoneme model.
Thus each phoneme is modeled for the speaker with respect to other speakers.

* This work was done when the author was with CAIP center Rutgers University.
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The advantage of using subword models are three fold. First, using sub-
word models can broaden the application of a speaker verification system by
unresiricted passwords. Second, in a subword based speaker verifi-

cation system, the discriminative iraining can be performed on cach subword
unit. The differences between two speaker can be discriminated only when

allowing

ik tterances are time aligned. When the speech waveforms corresponding
to the same context are aligned, the different way of pronouncing phonemes
by two speakers can be differentlated. Third, a scoring method using phonetic
welgiding can be applied to the subword models. The phonemes which are

reliable for puuyer discrimination should be emphasized, and those which are
more confusing should be suppressed.

paper, the phonetic weighting scoring method that combines the
- measures come out of the phoneme-based NTN is described. The
bic Weights are chosen to refelect the the phoneme’s effectiveness in

peaker discrimination. To evaluate the performance of this algorithm, we
conducted text-dependent speaker verification experiments using the YOHO
database. Hxperimental results show that the proposed hybrid method can
achieve better performance than that obtained by HMM classifier.

2. PHONEME-BASED NEURAL TREE NETWORK

The neural tree network (NTN) [12] is a tree-structured classifier that com-
ines the properties of the feed-forward neural networks [8] and decision trees

structure of the NTN classifier is similar to a decision tree. Deci-
sion tree uses a threshold based on one feature dimension in each node to
iminate feature vectors. In the NTN, the discrimination at each node is
iplemented by a neuron that can be tmmed to have the minimum classi-
fcation error. It has been applied to speaker verification [3], and shown to
achieve better performance over conventional methods, such as Vector Quan-

tion lVO) and Multilayer Perceptron (MLP). In this system, each speaker
is modeled by a binary NTN which is trained by the feature vectors of that
speaker and the all the other speakers. During training, the feature vectors
of the speaker are labeled ‘1°, and those of the other speakers are labeled ‘0.
The NTN is recursively tla,med in the following way. Given a set of training
deta at a particular node, the neuron is trained to split the feature vectors

into two subsets that minimizes the classification error. These subsets are
subsequently passed to children of the node. This algorithm recurrently pro-
ceeds until the subset contains the feature vectors of the same class, or the
growth to the prespecified level is reached. The leave at the terminal nodes
are labeled by the majority class, and the confidence measure of each leaf is
also computed.

214



2.2. Scoring Method of NTN Model

The NTN is a non-parametric model of the probability distribution of feature
vectors. It uses a number of tree structured hyperplanes to partition the
feature space into non-overlapping subspaces. In each leaf, a discrete posterior
probability, referred to as confidence, is derived as follows [6]. The probability
of class C; in a leaf I; can be approximated by the Parzen density estimate

formula [10]:
kii 1
p(x51Ci) = FJ 7 (1)
iV

where k;; is the number of samples of class C; in the leaf [;, V; is the volume
of the region enclosed by leaf I;, which can be canceled out later, and N; is
the total number of samples of class C;. The prior probability of a class C; is

defined as:
N;

=
Zl:l NI

where M is the total number of class. Given a vector x; in a leaf [;, the
posterior probability that the vector belongs to class C; is defined as

p(Ci)p(x]Ci)
S, p(Ci)p(x;1CY)

Canceling the common terms, the posterior probability can be simplified to

p(Ci) (2)

(3)

p(Cilx;) =

—r
El:l k’]
The NTN score of an utterance is defined as the average confidence over the
whole utterance.

p(Cilx;) = (4)

2.3. Training and Testing of Phoneme-based NTN

The phoneme-based NTN differs from the multiple-word NTN in the sense
that they use a different training data set. Instead of using all the words of
training data to train a large NTN, the new training algorithm only takes
vectors assigned to particular subword units in the training speech to train a
phoneme-based NTN. In training of a multi-word NTN (as that trained for
text-independent task), the clusters of feature vectors corresponding to the
phonemes overlap with each other severely. In NTN training, the classification
errors in higher layer may interfere the training result of lower layer. However,
the overlaps of the phoneme clusters which are difficult to be separated in
feature domain can be separated more easily in time domain. In our previous
study, it is shown that training the NTN with homogeneous speech data
instead of using all the data improves the verification performance [7].

To train the phoneme-based NTNs for a speaker, a speaker-independent
phoneme-based HMMs are first trained to perform speech segmentation. The
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parameters of a set of HMMs are initially given by the bootstrap models,
then re-sstimated by the training utterances in the YOHO database using
the Baum-Welch algorithm. For each training utterance, a composite model
is synthesized by concatenating phoneme models given by the transcription.
After the re-estimation, all the utterances are segmented into subwords and
labeled by a Viterbi decoding technique based on the composite models. A
speaker-specific phoneme-based NTN is trained for each phonerme using the
subword tokens labeled as this phoneme. The NTN trained for this phoneme
can provide the ability to discriminaie between the speaker and impostors.

During iesting, the ntterances are first segmented by the concatenation
the subword models given by the prompied password. The subword units
zre then applied to the corresponding phoneme-based NTNs. The scores
iculated by equation (4), which is described on above. The speaker
ation systems using phoneme model have the advantage that the testing
s are not restricied to fixed passwords. Hence, the security of the

is enhanced.

5. PHONETIC WEIGHTING SCORING METHOD

Q

Tn conventional scoring methods of speaker verification, the final score is com-

uted by averaging the score of feature frames over the whole utterance. It is
assimed that the feature vectors of all the phonemes contain equal abilities

fiscriminating speakers, so a score averaged over the whole utterance is
the speaker’s characteristics. However, the effectiveness of
‘ ainst the other speakers by each phoneme might be differ-
nce the vo‘,al tract adopts widely different articulatory configurations

the production of vowels, fricatives, plosives and nasals, the average
ure does not represent sveakm s characteristics accurately [13]. In Savic’s

7, a text-independent speaker verification system based on adaptive vocal

as proposed. The speech was separately classified into speech

e 8 resenting each broad phonﬁwc category as belonging to the im-
postors or as belonging to the érue speaker. A conclusion was drawn that
b Ltm perforinance can be achieved by representing each phonetic category
1 10del, and by making Lhe ﬁﬂa_ erification decision based on a

mbmauap of of scores for individual categories.
Ir (;nothor study {MJ, a teYL—lpdepenan‘t speaker verification system us-
sifi s described. The first stage consist of a speaker-

Webecw“ trained to recognize a phoveme that is most
ziflcation. The classifier in the second stage is trained
iramics of speech from the target speaker that are admitted
(imeCLor. The vowe / is found o be the most effective
i characterizing speakers. Improvement was reported in a speaker
iment mau ounly considers the phoneme /i/ in the utterances.

new aporoach that applies phonetic weig’.ﬂ‘t' g in calculating the sub-

T score is proposed. As illustrated in Figure 1, the score come out of
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Figure 1: Combining the frame scores with a set of phonetic weighting pa-
rameters.
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Figure 2: Probability density functions of intra- and inter-speaker NTN score
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Rank | Phoneme | Example Word | F-ratio
1 eh seven 7.65
2 er thirty 7.02
3 ay five 6.98
4 ao four 5.83
5 uw two 5.25
6 ah cup 4.96
7 ih fafty 4.53
8 ax seven 4.12
9 ey eight 3.72
10 n one 3.42
11 T four 3.27
12 1y three 3.18
13 W one 2.84
14 v five 2.02
15 dx forty 1.86
16 8 seven 1.78
17 k key 1.36
18 f five 0.66
19 th three 0.65
20 t two 0.35

Table 1: Average F-ratios of 20 phonemes over 30 male speakers

each subword N'TN is multiplied by a phonetic weight which the speech frame
corresponds to. The phonetic weights are chosen to reflect the phonemne’s
cffectiveness in discriminating speakers, which depends on the its ability to
make correct decision in speaker verification. The classification performances
are directly related to the distribution of intra- and inter-speaker scores mea-
sured by the phoneme-based NTNs. The more likely a phoneme-based NTN
makes classification errors the less discriminative it is. In other words, a
phoneme is more effective in discriminating speakers if the phonemes spo-
ken by other speakers are distributed at widely different locations from the
speaker’s phonemes in the feature space. For example, in two Gaussian dis-
tributed pdfs, as shown in Figure 2, the error classification probability is de-
termined by the amount of overlap in the pdf of interspeaker and intraspeaker
distance.

The results of the previously stated studies show that the vowels are gen-
erally more useful for speaker verification than plosives, because the classifi-
cation error rate caused by plosives is larger than that caused by vowels. One
of the more effective measurement is the ratio of interspeaker to intraspeaker
variances, often referred to as F-ratio [15]. More specifically, the F-ratio of
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the NTN score for speaker 7 is defined as [4]

F = (/‘i; - /M;’,i;ﬁj)z (5)

T+ 035 iz
where p;; and oy; are the mean and standard deviation of the intraspeaker
scores, and the p;; ;25 and 05 ;¢; are those of interspeaker scores, respectively.
The F-ratio is used to measure the difference of two means normalized by the
averaged variance, which also reflects the ability to discriminate speakers of
NTN scores. In order to measure the discriminative ability of a phoneme,
the frame scores corresponding to this phoneme are used to compute the F-
ratio. Table 1 shows the average F-ratio of 20 phonemes over 30 speakers.
In general, the vowels are considered having more discriminative ability than
the plosives.

It is a common experience that some speakers are easier to be recognized
because their pronunciation of certain phonemes are particularly different
from others. The weighting vectors are determined so as to emphasize the
phonemes which are reliable for speaker verification. As we have discussed,
the vowels are demonstrated to be the most speaker discriminative phonemes,
and the plosives are the least. Therefore, the feature frames segmented into
vowels are weighted with higher values, and the plosives are weighted with
lower values.

In the research of speaker recognition, using a weighted cepstral dis-
tance measure has been proven effective in improving recognition performance.
Most speaker and speech recognition systems use weights in the feature do-
main [5]. This new approach applies the weighting in phoneme level, which
emphasizes theose phones that are effective in speaker discrimination.

Generally, two weighting schemes can be used in speaker recognition sys-
tems, which are speaker-dependent and speaker-independent weighting schemes.
The speaker-independent weighting scheme is used to determine a general set
of weights that applies to all of the speakers. The speaker-dependent weighting
scheme is to adapt the weights from speaker to speaker. In speaker identi-
fication, the speaker of the testing utterance is unknown to the system, so
it usually uses speaker-independent phonetic weighting. However, in speaker
verification, a claim to be a particular speaker was given in advance, so a
speaker-dependent weighting can be used.

4. EXPERIMENTAL RESULTS

The phoneme-based NTN approach and phonetic weighting scoring method
were evaluated by using the YOHO database [2]. The YOHO voice verifi-
cation corpus was designed particularly for testing text-dependent speaker
verification or identification systems. It consists of 138 speakers enrolled (106
males, and 32 females); for each speaker, there are 4 enrollment sessions of 24
utterances each, and 10 verification sessions of 4 utterances each. The testing
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jects spanned a wide range of ages, job descriptions, and educational back-
grounds. The speech ig acquired by a high quality telephone handset, but not
' b a telephone channel in a real-world office environment. The syntax
the VOHD database 1ncorporates “combination lock” phrases, and
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Phoneme-basad MNTHMN Models

re—emp} ﬁsized using a ﬁrst ordﬂ“ dicita'i filter With pre-
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sign MWu a 25-ms »vwdow every 10 ms throughout the uttcrance.
¢ HMM and speech segmentation, the A MFCC, A? MFCC ,
A energy, and A% energy arve argumented to each feature vector io
39 ‘dinmmionai vecter. In training the phoneme-based NTN, and
> 12¢h order MFCCs are used. The PLU is modeled bJ a 3-
BEMM with no skip between states. A total of 20 phonemes,
1, weze found enough to transcribe the spoken numbers in
28

L1
th

th? performance of the system working in the real world,
aker fication experiments should be conducted. In the

s, only 80 speakers are Blll‘OHef_ in the system and phoneme-based
treined for these speaker. The other 58 speakers are comsidered
oz, which were never seen In the training. Fory-eight uterances

) a leer "’1@ those of other speakers are used to train

-]
.v
JZ

treated in turn as a claimant. TFor each

spoken by speakers of the same gender other than the
] cohort% arc selected as impostors. In other words,
107t seb of each spealer are excluded as impostors, and

bias, and make the crror estimation closer to what

FCen spmkelq of different gender. This arrangement is
bi
I world. The models are trained io inhibit the cohort

a

et speakers are not (,47('! ded as impostors, they are

classifier i Equal Error Rate
4 uttrs.(10s) | 1 utir.(2.5s)
phoneme NTN 0.62% 1.21%
HEMM 1.75% 2.91%
rification performance on YOHO database (80 spee
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The utterances in the same session are used individually or connected
together for testing. The average length of each utterance is about 2.5 sec,
and the total length of all utterances in a session is about 10 sec. The scores are
cohort normalized with a set of the 5 closest cohort speakers, then compared
with a global threshold. A decision of acceptance or rejection is made after
comparing the cohort normalized score with a global threshold. The results in
Table 2 show that the phoneme-based NTN performs better than the HMM
both in single and concatenated utterances.

4.2. Experiments of Phonetic Weighting Scoring Method

Several experiments are performed to investigate the significance of speaker
discrimination of the subword NTN trained for each phoneme. With enough
data for training the phonetic models, the YOHO database can provide sta-
tistically significant estimation of the phonetic discrimination ability. The
subword NTN are trained as in the last experiments.

Two experiments were conducted to evaluate the effectiveness of using
phonetic weighting. Thirty male speakers in YOHO database were enrolled
in the system. The subword NTN were trained by the same procedure as
above. In testing against a speaker, all the other enrolled speakers are con-
sidered as impostors. The average length of each testing utterance is about
10 second. The N'TN scores corresponding to each phoneme are multiplied by
the phonetic weights. The confidence measure of a utterance is given by the
weighted combination of these NTN scores. The results in Table 3 shows that
the phonetic weighting method improve the speaker verification performance.

classifier Equal Error Rate
without weighting 0.18%
Spkr-Dept. weighting 0.15%
Spkr-Indept. weighting 0.13%

Table 3: Speaker verification Performance on YOHO Database (30 speakers)

5. SUMMARY

We have proposed a phonetic weighting scoring method used to compute the
scores for the phoneme-based NTN classifiers. The new approach has been
evaluated by the tex 1tependent speaker verification experiments. Since the
phoneme-based NTN classifier is trained with the discriminant error measure
for each speaker, it is shown to provide better discriminant ability than the
HMM classifier. The phonetic weighting scoring method is also shown ef-
fective for combineing the scors come out of phoneme-based NTN classifiers.
Performance improvements are obtained over conventional scoring methods.
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Abstract. The hybrid Hidden Markov Model (HMM) / Neural
Network (NN) speech recognition system at the International Com-
puter Science Institute (ICSI) uses a single hidden layer Multi
Layer Perceptron (MLP) to compute emission probabilities of HMM
states. This phoneme-based recognition approach was developed
for large vocabulary size continuous speech recognition. In this pa-
per, however, such a recognition scheme is applied directly to much
smaller vocabulary size corpora, such as the Spoken Language Un-
derstanding Numbers’93 database and the TI connected digits. We
report here on the development of small baseline systems to facil-
itate all future research experiments, and also on the use of these
systems for experiments in context-dependent hybrid HMM-MLP
systems.

1 Introduction

In earlier work from a number of speech laboratories (including our own)[1, 4,
8, 9], the Multi Layer Perceptron (MLP) has been used to estimate emission
probabilities for Hidden Markov Models (HMMs). The HMMs are used as the
underlying statistical model of speech for large vocabulary speech recognition
systems. Over the years, these networks have scaled up to 4000 hidden units
and over a million free parameters, trained on millions of feature vectors
calculated from speech roughly 100 times per second. As we and others have
expanded these systems, we have been pleasantly surprised to learn that the
rich and redundant training sets have permitted us to train the nets with
very few training passes; in fact, when our largest network was initialized
with welghts to do phonetic classification from an earlier, smaller data set, we
sometimes only needed a single pass through the new data. Even without this
initialization, we only required a few passes through the data for these larger
problems, using a simple ounline form of back-propagation with a relative
entropy error criterion.

0-7803-2739-X/95 $4.00 © 1995 IEEE
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However, despite this result, we have found that training for large corpora 1s
still too time-consuming to promote extensive experimentation with feature
extraction and other issues in acoustic modeling. Even using fast specialized
hardware for this purpose, we often find that the data handling issues alone
lead to unavoidable delays in training that frequently add up to a week or
more. Therefore, we decided that we needed to work with a task that was
much smaller, but was difficult and representative enough of larger tasks that
we could generalize lessons learned from the smaller problems. This approach
also would require discipline, in that we would want to eschew particularly
specialized solutions to the smaller problem that would not scale.

After some pilot studies with a database of isolated digits spoken over the
telephone (and originally collected by Belicore), we decided to use the “Num-
bers” task that was being developed at the Oregon Graduate Institute by
researchers at the Center for Spoken Language Understanding (CSLU). 1

1s a database of natural numbers spoken continucusly and naturally over
the telephone, and is reasonably difficult. Due to the moderate size of the
Numbers’93 task, we were able to perform a wide range of experiments with
context-dependent networks, resulting in good improvements for this task
over our standard contexi-independent system. Some experiments of this
type were performed previously at ICSI, but few variants were explored due
to computational costs for the larger tasks. In addition, in order to com-
pare our small vocabulary size recognition system performance with that of
other speech research sites [2; 8], a recognizer was developed on the T1 con-
nected digits using the context-independent form of the hybrid HMM-MLP
approach.

Since we wished to use the techniques that we developed for large vocabulary
recognition for these tasks, interesting questions of downward scaling arose.
Perhaps the huge single-hidden-iayer MLP structures were only the province
of extremely large data sets, and smaller problems might not work well with-
out specialized structures designed with knowiedge of the problem. Some of
the d esign choices made over the years for large vocabulary recognition tasks

1 as Resource Management and Wall Street Journal) include:

o Cross-validation test with 0.5% improvement threshold

o Lowering of learning rate (initially set to .008) by a factor of 2 when
& (=] 7 v
this threshold was not exceeded

of training when this threshold was not exceeded for a pass
& reduction in learning raie

o Weights initialized from & network trained on TIMIT or NTIMIT
[=3
a single large sigmoidal hudden layer

o

o Use of en mput window of (typically) 9 frames
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e Softmax (exponential of the unit’s weighted sum normalized by the sum
of exponentials for the entire layer) used as the output nonlinearity

e Stochastic gradient descent using a relative entropy error criterion

In this paper we discuss results and methods for connected digits and num-
bers, keeping the basic design decisions unchanged. We will show that rea-
sonable systems could be developed without any major design choices, largely
by scaling down the hidden layer size in the obvious manner.

2 Baseline System

The hybrid HMM-MLP speech recognition system we are using has the same
basic structure as described in [1]. A single hidden layer MLP is employed to
estimate the posterior phonetic class probabilities, which are then converted,
using Bayes’ rule, to likelihoods for Viterbi alignment in the HMM framework.

The MLP and its training procedure were as described above. The 9-frame
input to the network yields an input layer of 153 units, where each frame
consists of 8 RASTA-PLP cepstra, 8 delta cepstra, and 1 delta energy features.
All input features for the network are normalized to have zero mean and
unit variance. These choices of inputs, network, and training regimen were
unchanged from our larger tasks (though we do use more cepstral parameters
for very large vocabulary read speech with wider bandwidth). For all tasks,
the MLP was scaled down {rom our usual range of 500-4000 hidden units to
200 hidden units. For coniext-independent recognition, the output layer has
61 units, corresponding to one unit per phonetic class. This is also what we
use for the larger problems, although in the case of digits and numbers many
of the phonetic classes will never be found in the training or test sets.

We are currently using a decoder called YO0 [9] that applies the standard
synchronous Viterbi algorithm. In our lexicon, single pronunciation word
models with repeated states enforcing minimum phonetic durations are used,
and they are based on the most likely TIMIT pronunciations. A null grammar
1s used for the digit recognizers. For the Numbers’93 task, our language model
for the pilot experiments is a class bigram derived from the statistics of the
training set.

3 Training Procedure

In our experiments, we use Log-RASTA-PLP [5] as our acoustic pre-processor.
Each frame of the feature vector represents 25 msec of speech, with 12.5 msec
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overlap of consecutive frames. Log-RASTA-PLP was chosen for its robustness
to linear spectral distortions in speech signals that are often introduced by
communication channels. This is important in particular for the Numbers’93
database because it is a very realistic set of data that was collected over the
public-switched telephone network. However, we use some form of RASTA for
all of our tasks currently, large or small (except for some cases with artificial
read speech recorded over a standard microphone).

The training of the recognition system is bootstrapped from NTIMIT (Net-
work TIMIT), a database collected by transmitting the TIMIT database
speech signals over the telephone network. FEven though the Numbers’93
corpus is phonetically hand transcribed, from past experiences we found that
it is useful to pre-train a neural network from a much larger data set and use
it to initiate our task dependent training. The Numbers’93 corpus has about
100,000 frames of training data, while ten times that number are available
from NTIMIT.

The first step in the training procedure is to perform a feedforward pass of
the data through a pre-trained NTIMIT net, followed by a phonetic time-
alignment of the new corpus using the Y0 Viterbi decoder. This process
estimates a set of preliminary target label for the training data. A new
MLP is then trained on this set of preliminary alignments. Using this MLP,
we reestimate a new set of targei labels and so forth. For the training to
converge, three or four iterations of forced Viterbi alignment are found to be
sufficient. Within each iteration, an independent cross-validation set is used
to control the learning rate and to decide when to stop the training. As noted
previously, the details of the training heuristics are essentially unchanged from
the parameter settings that we used for training up systems with vocabularies
of 1000 to 20,000 words, with networks that had over a million parameters.

4 The Numbers’93 Context-dependent Exper-
iment

4.1 Database

As noted earlier, the Numbers’93 corpus is a continuous-speech database
collected by the CSLU at Oregon Graduate Institute. It consists of numbers
spoken spontaneously over telephone lines on the public-switched network.
These numbers are extracted from the addresses spoken by the callers of
CSLU’s Spelied and Spoken Names Corpus {3]. The Numbers’93 database
consists of 2167 speech files of spoken numbers produced by 1132 callers.
We used 1534 of these utterances for training and development, saving the
remalning utterances for final testing purposes. There are 36 words in the
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vocabulary: zero, oh, 1, 2, 3,...,20, 30, 40, 50,...,100, 1000, a, and, dash,
hyphen, and double. CSLU has announced that this task, including a much
larger collection of spontaneously spoken numbers, will be made publically
available.

4.2 Context-Dependent Experiments

For the Numbers’93 database, other than developing a baseline context-
independent system, we also experimented with three context-dependent ap-
proaches: single state generalized triphone models, single-state triphone mod-
els, and multiple state phonetic models with generalized biphones. All three
approaches are bootstrapped from a similar baseline system as described in
Section 2, except that the generalized triphone and the triphone methods
require an MLP with a larger output layer of 90 and 111 units respectively,
while the multiple state phonetic model approach utilizes a different con-
nectionist architecture similar to the one described in [4]. The multiple state
phonetic model approach expands the single phonetic state model into a three
state model—a context-independent middle state, a generalized left-biphone
dependent first state, and a generalized right-biphone dependent last state.
To support this formulation a connectionist probability estimator consisting
of 17 MLPs is used, with 8 nets corresponding to each of the 8 generalized
left-biphones, 8 nets for the generalized right-biphones, and 1 net for the
context-independent states.

The context-independent MLP is trained as described in Section 3. The
major problem encountered with training context-dependent systems is the
lack of data for training highly specific phonetic context classes. One solu-
tion, adapted from [4], is to initialize the context specific MLP training with
weights from a more general context net. Thus, our generalized triphone
context-dependent network is trained by bootstrapping from the previously
trained context-independent MLP. The left and right broad categories of our
generalized triphones are clustered according to the place of articulation in
the vocal tract. As noted in [4], since the training is initialized from a context-
dependent net, it is important to smooth the context-dependent priors when
converting the context-dependent posterior probabilities to likelihoods. Simi-
larly, our context-dependent triphone net and the set of multiple state model
MLPs are trained by bootstrapping from the generalized triphone context-
dependent MLP. To limit the number of free parameters and training time for
the context-dependent nets, only the hidden-to-output weights were trained.
No degradation in recognition performance was found in comparison with
training all the weights, as determined by a pilot experiment that was done
on the generalized triphone context-dependent training.
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cognizers, we used a recognition set of §57
rds Pilot experimental results on this devel-
fe length number strings, are suminarized

Table 1 'd level recognition error in % on the Numbers’93 development
Sel

: | Sub | Del | Ins | W.Er | S.Er | # Params
Context-Independent {200EU} 53 1.8 1113 8.2 22.1 38.8K

. Confext-Independent (400ET} 44 ;1.5 [ 1.2 7.2 19.0 76K

| Generalized-triphone Context 3.4 i.8 | 0.9 6.1 17.0 48.8K
Ir e Context 3.4 1.8 1 0.9 8.1 17.4 52.8K

| -phonetic-state Contexs 3.8 | 1.5 1 1.3 6.7 17.4 58.2K

' .w.—triphone w/ Xword-Context 3.0 1.4 (1.8 5.2 17.2 72.0K

were achleved with roughly 5 or 6 backpropagation passe
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OCO word vocebularies and somewhat larger networks. Typically
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From this set of preliminary resulis we learned that:
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ue to Improve when finer contextual units were incorporated. This
robably due to the lack of training data for those context specific
1ples (even though we smoothed the training with the context-

1de ent ‘leL) OLS 3 Wutlor« 18 simply to use a more general context

ods such as dynamic multi-level context clustering

> The mmprovernent from 8.2% {contexi-independent) to the 6.1% (gen-

eralized triy ‘non@ context-dependent) word error rate was partly due to

£ 1 the number of parameters and partly due to incorporat-
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lar to other authors’ observation in the T1 Digits corpus, the most
confusable pair of digits in the Numbers’93 database is four and oh.
1gnificani percentage of the errors in the Numbers’93
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o the confusability between utterance strings such as
feen, sir ewghly vs. swly, eleven vs. seven, fifteen vs.
n, etc. Also, the word oh accounts for more than



half of the deletion error rate. We chose not to repair this with a word-
specific phone model for oh since this solution would not generalize well
to the large vocabulary case.

e A class bigram might be over-smoothing the word pair transition prob-
abilities because the corpus was obtained from street addresses and zip
codes. To test this, a new language model was obtained by merging
the class bigram with a bigram by averaging their corresponding word
pair transition probabilities. This improves the context-independent
(200HU) word level recognition error rate from 8.2% to 7.5%, and the
generalized triphone with cross-word context-dependence model from
6.2% to 5.8%. All subsequent experiments on the Numbers’93 task are
performed using this merged language model.

e Our hybrid recognition method seems to scale easily over a wide range
of task sizes, and still achieves good recognition performances.

However, all of these conclusions needed to be confirmed on a final test set for
which no design decisions or recognition parameter settings (e.g., language
scaling) would be altered.

4.4 Results on Final Test Set

Table 2: Word recognition error in % on the Numbers’93 final test set for the
context-dependent experiments. This set of results were obtained using the
same parameter settings as the development set.

Sub | Del | Ins | W.Er | S.Er | # Params

Context-Independent (200HU) 7.2 | 23 20| 11.5 | 28.8 38.8K
Context-Independent (400HU) 76 | 26 | 14| 11.6 | 279 77.6K
Generalized-triphone Context 57 123 |13 9.2 23.4 48.6K
Gen-triphone w/ Xword-Context || 4.6 | 1.9 | 1.7 | 8.1 22.4 72.0K

For the Numbers’93 test set, increasing the size of the context-independent
MLP estimator to include context-dependent units yields an error rate re-
duction of 30%. This is at the cost of an 86% increase on parameter size.
On this test set, the improvement appears to be associated with incorpo-
rating contextual information since increasing the number of parameters by
merely using a larger hidden layer did not improve performance. The final
test set provided by CSLU contains 633 sentences, but 249 of these were elim-
inated from the final testing because they contain ordinal numbers, which did
not appear in the training nor the development sets. We feel that a much
larger test set may be required in order to have a more precise evaluation
of the various systems. Nevertheless, the results from both the development
and the test sets indicates that incorporating context-dependence improves

229




recognition performance significantly. It 1s likely that these approaches will
eneralize well to our larger tasks.
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Boih the Bellcore Isolated Digits and the Numbers’93 database have been
used by other speech research laboratories, but the results have not been

me’w Duuhahed In the meantime, we tested our recognizer on the standard
T Connected-Digits Recoﬁnmon Task (“T1-Digits”) [6]. While this
corpus is inherently less realistic since it was recorded in an artificial studio
i lon with wide bandwidth, it has been used by many well developed

[2, 8]}, so that it will be a calibration point for our methods
cabulary size tasks. Ever since this corpus was made available
¢ has became a quasi siandard for benchmarking small vocabulary
ent recognition systems. The error rate has reduced by more

) 5 since the first published results.

ent state of the art TI-Digits recognizer systems use whoie
ross-word contexi-dependence, gender dependent models,
ate fraining procedures. \,ercptiv the best reported Ti-
'gits recognpizer uses whole word model with inter-word triphone context

T
Ademe continuous density HMM for acoustic modeling, & training pro-

orms string error rate minimization, nd N-best for \iecod—
stern yields an error ratve of 0.24% on WOIG level and 0.72%
A. A relatively simole hybrid HMM-MLP system that does not

dependence nor context aependence (but still use whole-word
ids an error rate of 0.89% on the word level and 2.51% on the
when the likelihood estimations from this MLP
mixture-Gaussian likelihoods, the resulting error

s

- on the word level and *.7% on the string level.

Tor our experiment, & total of 8823 seniences {1,202,889 frames) are used for
 end development, while 3700 sentences are used for testing. Similar
faboratories, the speech aate is digitally filtered to telephone band-
wideh {(300Hz - 3. ﬁan) and downsampled to 8kHz. Since we wished to use
] 1ques that were developed for large vocabulary recognition on the
sks, no specialized structures designed with knowledge of the prob-
em were used in developing this system. However, to fully take advantage
training patterns, we used a larger MLP than

we had used on Numbers’03, with 1000 hidden units. The recognition result
after four iterations of tramming on our nhonemic based context-independent
stem was 0.9% word error rate and 2.7% string error rate.

remendous number of

This recognition result is comparable to that of the whole-word model based
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hybrid system reported in [8] at the expense of using more parameters. Since
whole-word modeling is not the objective of ICSI’s research on large vocab-
ulary size continuous speech recognition, we are unlikely to develop such an
approach for the TI-Digits database. However, incorporating gender depen-
dence and cross-word context dependence should improve the performance of
this particular system significantly.

6 Conclusion

In this paper, we reported experimental results on extending ICSI’s speech
recognition method, developed for large vocabulary size continuous speech
recognition, to digits and numbers. The Bellcore isolated digits task was used
to calibrate our methods, and then the approach was ported to a task with
continuously and spontaneously spoken numbers; both were recorded over
the public-switched telephone network. From working with these databases,
we have found that training and recognition could be performed in virtually
the same way that we have done for our large vocabulary size tasks, and that
further specialized knowledge was not required. Due to the moderate size
of the Numbers’93 corpus, a series of experiments with context-dependent
networks were made possible, resulting in good improvements for this task
over our standard context-independent system. Despite its small vocabulary
size, the Numbers’93 corpus is difficult due to its inherently high confusibility
factor in the vocabularies, spontaneity of the utterances, and the acoustic
channel effects introduced by the telephone network. CSLU has announced
plans to distribute the Numbers corpus, and so we hope to see how other
sites compare on this task in the coming year. In the meantime, we tested
our recognizer on the standard TI Connected Digits corpus. The error rate
from our baseline system is higher than a number of other dedicated systems
reported over the last few years, but we believe that a more comparable result
can be obtained if we were to incorporate cross-word context-dependence and
gender dependence. Both of these improvements would generalize to larger
tasks as well, although for cases with many context-dependent categories we
would not tend to simply associate network outputs with categories; however,
as we and others have noted in the past, approaches with multiple networks
or multiple output layers will work for this purpose.

Nonetheless, the results presenied here appear to show quite convincingly
that methods that were developed for much larger tasks scaled fairly easily
(and without fundamental changes) to completely different and smaller tasks.
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